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ABSTRACT
Newspapers are testimonials of history. The same is increas-
ingly true of social media such as online forums, online com-
munities, and blogs. By looking at the sequence of articles
over time, one can discover the birth and the development
of trends that marked society and history – a field known as
“Culturomics”. But Culturomics has so far been limited to
statistics on keywords. In this vision paper, we argue that
the advent of large knowledge bases (such as YAGO [37],
NELL [5], DBpedia [3], and Freebase) will revolutionize the
field. If their knowledge is combined with the news articles,
it can breathe life into what is otherwise just a sequence of
words for a machine. This will allow discovering trends in
history and culture, explaining them through explicit log-
ical rules, and making predictions about the events of the
future. We predict that this could open up a new field of re-
search, “Semantic Culturomics”, in which no longer human
text helps machines build up knowledge bases, but knowl-
edge bases help humans understand their society.

1. INTRODUCTION
Newspapers are testimonials of history. Day by day, news

articles record the events of the moment – for months, years,
and decades. The same is true for books, and increasingly
also for social media such as online forums, online commu-
nities, and blogs. By looking at the sequence of articles over
time, one can discover the trends, events, and patterns that
mark society and history. This includes, e.g., the emanci-
pation of women, the globalization of markets, or the fact
that upheavals often lead to elections or civil wars. Several
projects have taken to mining these trends. The Cultur-
omics project [27], e.g., mined trends from the Google Book
Corpus. We can also use the textual sources to extrapolate
these trends to the future. Twitter data has been used to
make predictions about election results, book sales, or con-
sumer behavior. However, all of these analyses were mostly
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Figure 1: The gender gap, mined from Le Monde
and YAGO

restricted to the appearance of keywords. The analysis of
the role of genders in [27], for instance, was limited to com-
paring the frequency of the word “man” to the frequency of
the word “woman” over time. It could not find out which
men and women were actually gaining importance, or in
which professions. This brings us to the general problem of
such previous analyses: They are mostly limited to counting
the occurrences of words. So far, no automated approach
can actually bring deep insight into the meaning of news
articles over time. Meaning, however, is the key for under-
standing roles of politicians, interactions between people, or
reasons for conflict. For example, if a sentence reads “Lydia
Taft cast her vote in 1756”, then this sentence gets its his-
toric value only if we know that Lydia Taft was a woman,
and that she lived in the United States, and that women’s
suffrage was not established there until 1920. All of this
information is lost if we count just words.

We believe that this barrier will soon be broken, because
we now have large commonsense knowledge bases (KBs) at
our disposal: YAGO [37], NELL [5], TextRunner [4], DBpe-
dia [3], and Freebase (http://freebase.com). These KBs
contain knowledge about millions of people, places, organi-
zations, and events. The creation of these KBs is an ongoing
endeavor. However, with this vision paper, we take a step
ahead of these current issues in research, and look at what
can already be achieved with these KBs: If their knowl-
edge is combined with the news articles, it can breathe life
into what is otherwise just a sequence of words for a ma-
chine. Some news organisations1 participate already in the

1http://developer.nytimes.com/docs/semantic_api
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effort of annotating textual data with entities from KBs.
Once people, events, and locations have been identified in
the text, they can be unfolded with the knowledge from
the KB. With this combination, we can identify not just the
word “woman”, but actually mentions of people of whom the
KB knows that they are female. Figure 1 shows a proof of
concept that we conducted on YAGO and the French news-
paper Le Monde [15]. It looks at all occurrences of people
in the articles, and plots the proportion of women both in
general and among politicians. Women are mentioned more
frequently over time, but the ratio is smaller among politi-
cians. Such a detailed analysis is possible only through the
combination of textual data and semantic knowledge.

2. SEMANTIC CULTUROMICS

Semantic Culturomics is the large-scale analysis of text
documents with the help of knowledge bases, with the
goal of discovering, explaining, and predicting the trends
and events in history and society.

Semantic Culturomics could for example answer questions
such as: “In which countries are foreign products most preva-
lent?” (where the prevalence can be mined from the news,
and the producer of a product, as well as its nationality,
comes from the KB), “How long do celebrities usually take
to marry?” (where co-occurrences of the celebrities can be
found in blogs, and the date of marriage and profession
comes from the KB), “What are the factors that lead to an
armed conflict?” (where events come from newspapers, and
economic and geographical background information comes
from the KB), “Which species are likely to migrate due to
global warming?” (where current sightings and environmen-
tal conditions come from textual sources, and biological in-
formation comes from the KB). None of these queries can be
answered using only word-based analysis. The explanations
that Semantic Culturomics aims at could take the form of
logical rules such as “A politician who was involved in a
scandal often resigns in the near future”. Such rules can
explain particular past events by pointing to a general pat-
tern of history with past instances. They can also be used
to make predictions, and to deliver an explication as to why
a certain prediction is made.

Semantic Culturomics would turn around a long-standing
paradigm: Up to now, all information extraction projects
strive to distill computer-understandable knowledge from
the textual data of the Web. Seen this way, human-produced
text helps computers structure and understand this world.
Semantic Culturomics would put that paradigm upside down:
It is no longer human text that helps computers build up
knowledge, but computer knowledge that helps us under-
stand human text – and with it human history and society.

3. STATE OF THE ART
Digital Humanities and Culturomics. The Digital

Humanities make historical data digitally accessible in order
to compare texts, visualize historic connections, and trace
the spread of new concepts. The seminal paper in this area,
[27], introduced the concept of “Culturomics” as the study
of cultural trends through the quantitative analysis of dig-
itized texts. This work was the first large-scale study of

culture through digitized texts. Yet, as explained above, it
remains bound to the words of the text. The work has since
been advanced [20, 1], but still remains confined to counting
occurrences and co-occurrences of words. Closer to our vi-
sion, the GDELT project [21] annotates news articles with
entities and event types for deeper analysis. The focus is on
the visualisation of trends. In contrast, Semantic Cultur-
omics aims also at providing explanations for events, which
become possible by the background knowledge from the KB.

Event prediction. A recent work [33] mined the New
York Times corpus to predict future events. This work was
the first that aimed at predicting (rather than modeling)
events. Of particular interest is the ability to bound the time
point of the predicted events. The authors make use of key
phrases in the text, as well as semantic knowledge to some
degree. A recent follow-up work [34] extended the analy-
sis to Web queries. Another approach modeled causality
of events by using background data from the Linked Open
Data cloud [32]. These works were the first to address the
prediction of events at large scale. [32] goes a long way to-
wards the identification of events and causality. In a similar
vein, Recorded Future2, a company, has specialised in the
detection and the prediction of events with the help of a
KB [36]. However, these works built classifiers for predic-
tions rather than explicit patterns in the form of logical rules
that we aim at. Furthermore, Semantic Culturomics would
model the interplay between text and semantic knowledge
in a principled way, and thus unify the prediction of future
events with the modeling of past trends.

Predictive analytics. Businesses and government agen-
cies alike analyze data in order to predict people’s behavior3.
There is a business-oriented conference4 dedicated to these
projects. Therefore, we believe that this endeavor should
preferably be studied also in a public, academic, space. Fur-
thermore, predictive analytics is mostly centered on a spe-
cific task in a specific domain. A model that can predict sales
of a certain product cannot be used to predict social unrest
in unstable countries. Semantic Culturomics, in contrast,
aims at a broader modeling of the combination of textual
sources and knowledge bases.

Social Media Analysis. Recently, researchers have in-
creasingly focused on social media to predict social trends
and social movements. They have used Twitter data and
blogs to predict crowd phenomena, including illnesses [18],
box office sales, the stock market, consumer demand, book
sales, consumer behavior, and public unrest (see, e.g., [16]
and references therein). Other Web data has been used to
predict the popularity of a news article [13] or to analyze
elections [39]. These works have demonstrated the value of
Twitter for event prediction. However, they always target
a particular phenomenon. We believe that what is needed
is a systematic and holistic study of textual data for both
explanation of the past and prediction of the future.

Machine Reading. Several projects have looked into
mining the Web at large scale for facts [5, 4, 28, 38]. Recent
work has mined the usual order of events from a corpus [40],
the precedence relationships between facts in a KB [41], and
implicit correlations in a KB [19]. Several of these methods
can be of use for Semantic Culturomics. However, they can

2http://www.recordedfuture.com
3http://www.forbes.com/sites/gregpetro/2013/06/13/
what-retail-is-learning-from-the-nsa/
4http://www.predictiveanalyticsworld.com/
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only be an ingredient to the project, because Semantic Cul-
turomics aims at mining explicit logical rules, together with
a temporal dimension, from text and KBs.

Enabling Technologies. Our vision of Semantic Cultur-
omics can build on techniques from entity recognition, event
detection, rule mining, and information extraction. We de-
tail next how these techniques would have to be advanced.

4. CHALLENGES
Mining text in combination with knowledge bases is no

easy endeavor. The key challenges would be as follows:
Modeling hybrid data. KBs contain knowledge about

entities, facts, and sometimes logical axioms. Text, on the
other hand, determines the importance of an entity, the co-
occurrence of entities, the location of entities in time, the
type of events in which an entity is involved, the topic of an
entity, and the actions of entities. Thus, Semantic Cultur-
omics has to operate on a hybrid space of textual data and
semantic knowledge. KB information is usually represented
in RDF. RDF, however, cannot model time, let alone tex-
tual content. Other approaches can represent hybrid data,
but do not allow KB-style reasoning [22, 12, 44, 6].

Semantic Culturomics calls for a new data model, which
can represent entities and their mentions, textual patterns
between entities, the dimension of time, and out-of-KB en-
tities. In analogy to an OLAP data cube, this data model
could be called a “Semantic Cube”. It should support truly
hybrid query operations such as: do a phrase matching to
find all text parts that contain names of entities with a cer-
tain property; choose one out of several disambiguations for
a mention; given a logical rule, remove all facts that match
the antecedent, and replace them by the succedent; dice the
cube so that the text contains all paraphrases of a relation
name. The goal is to develop a query language that sub-
sumes all types of analyses that can be of interest on hybrid
data of text and semantic KBs in general.

Identify events and entities. Given, for example, a
history of the newspaper articles of a certain region, we want
to be able to predict the crime rate, voting patterns, or the
rise of a certain person to political prominence. In order to
mine trends from a given text corpus, we have to develop
methods that can load the textual data (jointly with the
structured knowledge) into a Semantic Cube. This requires
first and foremost the identification of entities and events in
the textual corpora.

There is a large body of prior work on information extrac-
tion, and on event mining in news articles [7, 24, 43]. How-
ever, most of this work is non-ontological: It is not designed
to connect the events to types of events and to entities of the
KB. Several works have addressed the problem of mapping
entity mentions to known entities in the KB (e.g., [14, 26]).
However, these works can deal only with entities that are
known to the KB. The challenge remains to handle new en-
tities with their different names. For example, if Lady Gaga
is not in the KB and is mentioned in the text, we want to
create a new entity Lady Gaga. However, if we later find
Stefani Germanotta, in the text, then we do not want to
introduce a new entity, but rather record this mention as an
occurrence of Lady Gaga with a different name.

Empower rule mining. The goal of Semantic Cul-
turomics is not only to mine trends, but also to explain
them. These explanations will take the form of logical rules,
weighted with confidence and support measures. Rule min-

ing, or inductive logic programming, has been studied in a
variety of contexts [11, 23, 29, 10, 8, 31, 17]. Yet, for Se-
mantic Culturomics we envision rules that cannot be mined
with current approaches.

We would like to mine numerical rules such as “Mathe-
maticians publish their most remarkable works before their
36th anniversary”, or “The spread between the imports and
the exports of a country correlates with its current account
deficit”. Previous work on numeric rule mining [31, 25] was
restricted to learning intervals for numeric variables. Other
approaches can learn a function [17, 9], but have been tested
only on comparatively small KBs (less than 1000 entities) –
far short of the millions of entities that we aim at.

We also aim to mine temporal rules such as “An election is
followed by the inauguration of a president”. These should
also predict the time of validity of literals. First work in this
direction [30] has been tried on just toy examples.

Another challenge is to mine of rules with existential vari-
ables, such as “People usually have a male father and a fe-
male mother”. Such rules have to allow several literals in
the succedent, meaning that Horn rule mining approaches
and concept learning approaches become inapplicable. Sta-
tistical schema induction [42] can provide inspiration, but
has not addressed existential rule learning in general.

We would also need rules with negation, such as “Peo-
ple marry only if they are yet not married”. Such rules
have been studied [31], but not under the Open World As-
sumption. In this setting, learning rules with negation risks
learning the patterns of incompleteness in the KB rather
than negative correlations in reality. Furthermore, there ex-
ist many more statements outside the KB than inside in the
KB, meaning that we risk mining a large number of irrele-
vant negative statements.

Finally, we want to mine rules that take into account the
textual features that the hybrid space brings. These are
features such as the importance of an entity or the textual
context in which an entity (or a pair of entities) appears.
[35] mines rules on textual phrases, but does not take into
account logical constraints from the KB. If we succeed in
mining rules that take into account textual features, the
reward will be highly attractive: Finally, we will be able to
explain why a certain event happened – by giving patterns
that have led to this type of events in the past.

Privacy. Predicting missing facts means also that some
facts will no longer be private. For instance, consider a rule
that can predict the salary of a person given the diploma,
the personal address, and the employment sector. Smart
social applications could warn the user when she discloses
information that, together with already disclosed informa-
tion, allows predicting private data. The intuition is that
automatic rule mining could reveal surprising rules that hu-
mans may not directly see or may ignore, as shown in [2].

5. CONCLUSION
In this vision paper, we have outlined the idea of Seman-

tic Culturomics, a paradigm that uses semantic knowledge
bases in order to give meaning to textual corpora such as
news and social media. This idea is not without challenges,
because it requires the link between textual corpora and se-
mantic knowledge, as well as the ability to mine a hybrid
data model for trends and logical rules. If Semantic Cultur-
omics succeeds, however, it would add an interesting twist
to the digital humanities: semantics. Semantics turns the



texts into rich and deep sources of knowledge, exposing nu-
ances that today’s analyses are still blind to. This would
be of great use not just for historians and linguists, but also
for journalists, sociologists, public opinion analysts, and po-
litical scientists. They could, e.g., search for mentions of
politicians with certain properties, for links between busi-
nessmen and judges, or for trends in society and culture,
conditioned by age of the participants, geographic location,
or socio-economic indicators of the country. Semantic Cul-
turomics would bring a paradigm shift, in which no longer
human text is at the service of knowledge bases, but knowl-
edge bases are at the service of human understanding.
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