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Abstract

This paper tackles the challenging task of developing a simple and accurate analytical model for performance evalua-
tion of WiMAX networks. The need for accurate and fast-computing tools is of primary importance to face complex
and exhaustive dimensioning issues for this promising access technology. In this paper, we present a generic Marko-
vian model developed for three usual scheduling policies (slot sharing fairness, throughput fairness and opportunistic
scheduling) that provides closed-form expressions for allthe required performance parameters instantaneously. We
also present and evaluate the performance of a fourth policy, called throttling policy, that limits the maximum user
throughput and makes use of the Maximum Sustained Traffic Rate (MSTR) parameter foreseen by the standard. At
last, we extend these studies to multi-profile traffic patterns. The proposed models are compared in depth with realistic
simulations that show their accuracy and robustness regarding the different modeling assumptions. Finally, the speed
of our analytical tools allows us to carry on dimensioning studies that require several thousands of evaluations, which
would not be tractable with any simulation tool.
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1. Introduction

Candidate for 4G, WiMAX (Worldwide Interoperability for Microwave Access) is a broadband wireless access
technology which is based on IEEE standard 802.16. The first operative version of IEEE 802.16 is 802.16-2004
(fixed/nomadic WiMAX) [2]. It was followed by a ratification of amendment IEEE 802.16e (mobile WiMAX) in
2005 [3]. A new standard, 802.16m, is currently under definition to provide even higher efficiency. In addition, the
consortium WiMAX Forum was found to specify profiles (technology options are chosen among those proposed by
the IEEE standard), define an end-to-end architecture (IEEEdoes not go beyond physical and MAC layer), and certify
products (through inter-operability tests).

A number of services such as voice, video and web are to be offered by WiMAX networks. Considering the
web services, the users may generate traffic of different profiles (characterized by the volume of data generated and
reading time). They may also have to respect a QoS parameter associated with best effort service in the standard:
theMaximum Sustained Traffic Rate(MSTR). As defined in [3] (section 11.13.6), this parameter is not a guaranteed
rate but an upper bound on the throughput achieved by a mobile. Some WiMAX networks are already deployed but
most operators are still under trial phases. As deployment is coming, the need arises for manufacturers and operators
to have fast and efficient tools for network design and performance evaluation able to account for these possibilities.
Literature on WiMAX performance evaluation is constitutedof two sets of papers: i) packet-level simulations that
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precisely implement system details and scheduling schemes; ii) analytical models and optimization algorithms that
derive performance metrics at user-level.

In the former set, [19] and [12] are interesting because theyinvestigate different QoS support mechanisms pro-
posed in the standard. In addition, studies of the performance of multi-profile internet traffic have been proposed in
both [25] and [23]. Authors of [25] evaluated the throughputperformance in a WiMAX cell while considering the
number of users, the modulation schemes they may use and the data rate they require, using system level simulations.
They also introduced a notion similar to MSTR: theMean Information Rate(MIR) and observed the impact of differ-
ent MIR values on the traffic performance. In [23], a measurement based procedure has been adopted to evaluate the
performance of fixed WiMAX network in presence of multi-profile best effort traffic.

Among the latter set of papers, [26] provided an analytical model for studying the random access scheme of
IEEE 802.16d. Niyato and Hossain [21] formulated the bandwidth allocation of multiple services with different QoS
requirements by using linear programming. They also proposed performance analysis, first at connection level, then,
at packet level. In the former case, variations of the radio channel are however not taken into account. In the latter
case, the computation of performance measures rely on multi-dimensional Markovian model that requires numerical
resolutions. Finally, authors of [27] presented the mathematical expressions to calculate the blocking probabilities of
a mixed WiMAX-WiFi system. They considered users who generate voice/data traffic and focused on the admission
control aspect of the network.

Not specific to WiMAX systems, generic analytical models forperformance evaluation of cellular networks with
varying channel conditions have been proposed in [11, 10, 20]. The models presented in these articles are mostly
based on multi-class processor-sharing queues with each class corresponding to users having similar radio conditions
and subsequently equal data rates. The variability of radiochannel conditions at flow level is taken into account by
integrating propagation models, mobility models or spatial distribution of users in a cell. These papers implicitly
consider that users can only switch class between two successive data transfers. However, as highlighted in the next
section, in WiMAX systems, radio conditions and thus data rates of a particular user can change frequently during a
data transfer. In addition, capacity of a WiMAX cell may varyas a result of varying radio conditions of users.

In this paper, we develop a novel and generic analytical model that takes into account frame structure, precise
slot sharing-based scheduling and channel quality variation of WiMAX systems. Unlike existing models [11, 10, 20],
our model is adapted to WiMAX systems’ assumptions and is generic enough to integrate any appropriate scheduling
policy. Moreover, our approach makes it possible to consider the so-called “outage” situation. A user experiences an
outage, if at a given time radio conditions are so bad that it cannot transfer any data and is thus not scheduled.

We first consider threefull-capacitypolicies which aim at sharing the whole resource, i.e., all slots of each frame,
among the active users:slot sharing fairness, instantaneous throughput fairness, andopportunistic. Then, we consider
a throttling scheduling policy which limits the attained throughput of each user to a given value. This policy allows
us to take into account the aforementioned MSTR in our model.For each policy, we develop closed-form expressions
for all performance metrics. We also provide extensions of our model to take into account multi-profile web traffic in
mobile WiMAX networks.

The rest of paper is organized as follows. System description including specific WiMAX network details concern-
ing our analytical model is provided in Section 2. Section 3 presents the generic analytical model and the assumptions
it stands on. The model is adapted to the three full-capacityscheduling policies in Section 4 and to the throttling policy
in Section 5. Section 6 details the multi-profile traffic extensions for both kinds of scheduling policy. Validation and
robustness of model are discussed in Section 7. Lastly, Section 8 gives an example of WiMAX dimensioning process
using our model.

2. WiMAX System Description

In this section, we briefly present the WiMAX system details needed to understand the proposed analytical model.
Although the analysis is also valid for fixed WiMAX, we focus on mobile WiMAX, which is based on standard IEEE
802.16e and SOFDMA (Scalable Orthogonal Frequency Division Multiple Access) physical layer. In particular, the
WiMAX frame structure, the notion of radio resources (slots), the access technique, and the different Modulation and
Coding Schemes (MCS) are presented. Finally we also introduce the different scheduling policies considered in this
work.
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2.1. WiMAX Standard

The PHY layer of WiMAX is based on OFDMA. OFDM splits the available spectrum into a number of parallel
orthogonal narrowband subcarriers, grouped into multiplesubchannels. Radio resources are thus available in terms
of OFDM symbols (time domain) and subchannels (frequency domain) providing a time-frequency multiple access
technique [18]. In IEEE 802.16e, possible system bandwidths are 20, 10, 5 and 1.25 MHz with associated FFT (Fast
Fourier Transform) sizes of 2048, 1024, 512 and 128 respectively [1]. The total number of subchannels depends on
the subcarrier permutation, i.e., the way subcarriers are grouped together. Two main methods mentioned in [1] are:
distributed and adjacent subcarrier permutations. Full usage of subchannels (FUSC) and Partial usage of subchan-
nels (PUSC) are examples of distributed permutations, theytake advantage of channel diversity among subchannels.
Adaptive modulation and coding (AMC) is a type of adjacent permutation, it allows an opportunistic use of the chan-
nel.

IEEE 802.16e has specified time division duplex (TDD) as duplexing technique. The ratio of downlink (DL) to
uplink (UL) has been left open in the standard. WiMAX Forum has specified a duration of TDD frame of 5 ms [3].
An example of a WiMAX TDD frame is shown in Fig. 1. It has a two directional structure with horizontal and vertical
axes showing the time and frequency domain respectively. A slot is the smallest unit of resource in a frame which
occupies space both in time and frequency domain. A burst is aset of slots using the same MCS. The total number
of slots in the frame depends on the subcarrier permutation method. For numerical applications, we focus on PUSC,
although our model is valid for any permutation scheme. Notehowever that a slot always carries 48 subcarriers
whatever the type of used subcarrier permutation. In the DL sub-frame, a first part contains a Preamble, a Frame
Control Header (FCH), a ULMAP and a DLMAP. The preamble is used for synchronization. The FCH provides
length and encoding of two MAP messages and information about usable subchannels. Finally, in the MAP messages
reside the data mapping for users. Their sizes depend on the number of scheduled users in the frame.

One of the important features of IEEE 802.16e is link adaptation: using different MCS enables a dynamic adap-
tation of the transmission to the radio conditions. As the number of data subcarriers per slot is the same for all
permutation schemes, the number of bits carried by a slot fora given MCS is constant. The choice of the right MCS
is done for each mobile wishing to transmit (i.e., active mobile) according to its signal to interference plus noise ratio
(SINR). However, note that when the SINR is too low, no data can be transmitted without error. This situation is
calledoutage.

At last, let us highlight that WiMAX networks are to carry allsorts of applications. To answer the various QoS
needs of these applications, several service classes have been defined in the WiMAX standard ranging from high
QoS-guaranteed classes supporting real-time applications to a best effort class mostly for WEB services. In this study,
we only consider traffic from the best effort service class. How to integrate the other service classes into the model
we provide here will be addressed in future works.

2.2. Scheduling Policies

The scheduling algorithm is responsible for allocating theradio resources of every frame to active users. In
wireless networks, scheduling may take into account their radio link quality. No scheduling policy is recommend by
the WiMAX standard so, in this work, we consider four genericschemes.

First we consider threefull-capacity policies which aim at sharing the whole resource, i.e., all slots of each
frame, among the active users: 1) theslot sharing fairnessscheduling equally divides slots between active users,
regardless of their radio conditions, 2) thethroughput fairnessscheduling ensures that all active users achieve the
same instantaneous throughput, and 3) theopportunisticscheduling gives all the resources to the active users with the
best channel conditions (i.e., the best MCS).

Then we consider athrottling scheduling policy which aims at limiting the attained throughput of each active user
to a value calledMSTR(Maximum Sustained Traffic Rate). As opposed to the former set of policies, if there are still
resources left in the frame after ensuring that each active user attains his maximum throughput, these resources go
unused.

2.3. Notations

Let us now define the notations concerning the WiMAX system used in this article:
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• NS is the total number of slots available for data transmissionin the downlink part of the TDD frame. As
mentioned before,NS depends on the system bandwidth, the frame duration, the DL/UL ratio, the permutation
scheme and the overhead.

• TF is the duration of one TDD frame:TF = 5 ms.

• Radio channel states are denotedMCSk, 0 ≤ k ≤ K, whereK is the number of MCS. By extension, we denote
MCS0 the outage state.

• mk is the number of bits transmitted per slot by a mobile usingMCSk. Let us recall that the bit rate per slot is
independent of the permutation method and is thus constant for a given MCS. For the particular case of outage,
m0 = 0.

3. WiMAX Generic Analytical Model

In this section, we develop a generic analytical model able to account for any scheduling policy. Then, in the two
following sections, we will see how to adapt this generic model either to any of the full-capacity policies (Section 4)
or to the throttling policy (Section 5).

3.1. Modeling Assumptions

We consider a single WiMAX cell handling data traffic belonging only to the best effort service class of WiMAX.
This study targets the analysis of the bottleneck, i.e., theradio link, and focuses on the downlink part which is assumed
to be a critical resource in asymmetric data traffic. However, nothing prevents using the model to characterize the
uplink part.

The development of our analytical model stands on several assumptions related either to the system, the channel
or the traffic. All of them will be discussed in Section 3.3, and, as will beshown in that section, most of them can be
relaxed, if necessary, by slightly modifying the basic model.

3.1.1. System assumptions
1. The size of the DLMAP and UL MAP parts of the TDD frame is assumed to be constant and independent

of the number of concurrent active mobiles. As a consequence, the total number of slots available for data
transmission in the downlink part is constant and equalNS.

2. We assume that the number of mobiles that can simultaneously be in active transfer is not limited. As a conse-
quence, any connection demand will be accepted and no blocking can occur.

3. We consider that each mobile has unlimited transmission capacities. So, at any given time, if there is only one
active user, he can use all the available slots of the frame for his transfer if allowed by the scheduler.

3.1.2. Channel assumption
4. The coding scheme used by a given mobile can change very often because of the high variability of the radio

link quality. We assume that each mobile sends a feedback channel estimation on a frame by frame basis, and
thus, the base station can change its coding scheme at every frame. Since we do not make any distinction
between users and consider all mobiles as statistically identical, we associate a probabilitypk with each coding
schemeMCSk, and assume that, at each time-stepTF , any mobile has a probabilitypk to useMCSk (including
outage).

3.1.3. Traffic assumptions
5. All the users have the same traffic characteristics. This assumption is relaxed in Section 6 where we propose

multi-profile traffic extensions of the model.
6. We do not take handover into account.
7. We assume that there is a fixed numberN of mobiles sharing the available bandwidth of the cell.
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8. As we only consider the best effort service class of WiMAX, each of theN mobiles is assumed to generate an
infinite length ON/OFF elastic traffic. An ON period corresponds to the download of an element (e.g., a web
page including all the embedded objects). The downloading duration depends on the system load and the radio
link quality, so ON periods must be characterized by their size. An OFF period corresponds to the reading time
of the last downloaded element, and is independent of the system load. As opposed to ON, OFF periods are
characterized by their duration.

9. We assume that both ON sizes and OFF durations are exponentially distributed. We denote by ¯xon the average
size of ON data volumes (in bits) and̄to f f the average duration of OFF periods (in seconds).

In short, we assume thatN users are generating infinite-length ON/OFF best effort traffic with the same traffic
profile (x̄on, t̄o f f ).

3.2. Generic Analytical Model

3.2.1. Model description
A first attempt for modeling this system would be to develop a multidimensional Continuous Time Markov Chain

(CTMC). A state (n0, ...,nK) of this chain would be a precise description of each currentnumbernk of mobiles using
coding schemeMCSk, 0 ≤ k ≤ K (i.e., including outage). The derivation of the transitions of such a model is an easy
task. However the complexity of the resolution of this modelmakes it intractable for any realistic value ofK.

In order to work around this complexity problem, we aggregate the state description of the system into a single
dimensionn, representing the total number of concurrent active mobiles, regardless of the coding scheme they use.
The resulting CTMC is thus made ofN + 1 states as shown in Fig 2.

• A transition out of a generic staten to staten+ 1 occurs when a mobile in OFF period initiate a data transfer.
This “arrival” transition corresponds to one mobile among the (N − n) in OFF period, ending its reading, and is
performed with a rate (N − n)λ, whereλ is defined as the inverse of the average reading time:

λ =
1

t̄o f f
, (1)

• A transition out of a generic staten to staten − 1 occurs when a mobile in ON period completes its transfer.
This “departure” transition is performed with a generic rateµ(n) corresponding to the total departure rate when
n mobiles are active.

Obviously, the main difficulty of the model resides in estimating the aggregate departure ratesµ(n) that strongly
depend on the chosen scheduling policy. This will be done in Sections 4 and 5, for the four generic policies we
consider in this paper.

3.2.2. Performance parameters
Provided that the departure ratesµ(n) can be conveniently estimated, the steady-state probabilitiesπ(n) can easily

be derived from the birth-and-death structure of the Markovchain as:

π(n) =
( n
∏

i=1

(N − i + 1)λ
µ(i)

)

π(0), (2)

whereπ(0) is obtained by normalization.
The performance parameters of this system can be derived from the steady-state probabilities as follows.
The average number of active usersQ̄ is expressed as:

Q̄ =
N

∑

n=1

nπ(n). (3)
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D̄, the mean number of departures (i.e., mobiles completing their transfer) by unit of time, is obtained as:

D̄ =
N

∑

n=1

µ(n) π(n). (4)

From Little’s law, we thus derive the average durationt̄on of an ON period (duration of an active transfer):

t̄on =
Q̄

D̄
, (5)

and finally compute the average throughputX̄ obtained by each mobile in active transfer as:

X̄ =
x̄on

t̄on
. (6)

Lastly, we can derive the average utilization̄U of the TDD frame. However the expression of this parameter
strongly depends on the considered policy (see Sections 4 and 5).

3.3. Discussion of the Modeling Assumptions

Our Markovian model is based on the system, radio channel andtraffic assumptions presented in Section 3.1. We
now discuss these assumptions one by one (item numbers are related to the corresponding assumptions), evaluate their
accuracy, and provide, if possible, extensions and generalization propositions.

1. As described in Section 2, DLMAP and UL MAP are located in the downlink part of the TDD frame. They
contain the information elements that allow mobiles to identify the slots to be used. The sizes of these MAPs,
and as a consequence the numberNS of available slots for downlink data transmissions, dependon the number
of mobiles scheduled in the TDD frame. In order to relax assumption 1, we can express the number of data slots,
NS(n), as a function ofn, the number of active users. This dependency can easily be integrated into the model
by replacingNS by NS(n) (andNn

S by
∏n

i=1 NS(i)) in the expressions of the departure ratesµ(n), of the steady
states probabilitiesπ(n) and of the average utilisation ratiōU (relations (7, 28) for the full-capacity policies or
relations (35, 36, 38) for the throttling policy).

2. In order to consider the possibility of an admission control, a limit nmax on the total number of mobiles allowed
to be in active transfer simultaneously, can easily be introduced in the model. The corresponding Markov chain
shown in Fig. 2, indeed, has just to be truncated to this limiting state (i.e., the last state becomes min(nmax,N)).
As a result, a blocking can now occur when a new transfer demand arrives and the limit is reached. The blocking
probability can easily be derived from the Markov chain [6].

3. In some cellular networks (e.g., GPRS/EDGE), the mobiles have limited transmission capabilitiesbecause of
hardware considerations. This constraint defines a maximumthroughput the network interface can reach or a
maximum number of resource units that can be used by the mobiles. Such limitations add a slight complexity
in the model development as one single mobile may only use a limited number of slots. This characteristic has
been introduced in the case of (E)GPRS networks [6, 22] and can be applied to WiMAX networks by simply
modifying the departure rates of the first states of the Markov chain (e.g., ifd is the maximum number of slots
a mobile can use, replaceNS by min(nd,NS) in the same relations as those listed in point 1).

4. The radio channel may be highly variable (i.e., conditions change from one frame to another) or it may vary
with some memory (i.e., conditions are maintained during a number of frames). Our analytical model only
depends upon the stationary probabilities of using the different coding schemes and thus does not explicitly
take into account the radio channel dynamics. This approachis authenticated through simulations in Section 7.

5. All mobiles in the considered system have statistically the same traffic characteristics. As stated before, this
assumption is relaxed in Section 6 were multi-profile traffic extensions are provided for both kinds of scheduling
policies.

6. As our main concern is dimensioning, we do not take handover into account and consider the fixed mobile
population in a stationary manner. However, mobility effects are indirectly taken into account in the channel
model by means of radio conditions variation.
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7. Poisson processes are commonly used in the case of a large population of users, assuming independence be-
tween the arrivals and the current population of the system.As we focus on the performance of a single cell
system, the potential population of users is relatively small. The higher the number of on-going data connec-
tions, the less likely the arrival of new ones. Poisson processes are thus a non-relevant choice for our model.
In addition, the finite population assumption is used typically for network planning when geo-marketing data
allows predicting the active mobile population that will beserved by the cell (for a network in service, traffic
statistics can also provide estimates of this population).Note however that if the Poisson assumption has to be
made for connection demand arrivals, one can directly modify the arrival rates of the Markov chain (i.e., replace
the state-dependent rates (N − n)λ by some constant value, and limit the number of states of the Markov chain
as explained above in point 2).

8. Each mobile is supposed to generate an infinite length ON/OFF session traffic. In the context of (E)GPRS
networks, we have studied similar processor sharing systems [7, 5], and provided extensions to finite length
sessions, where each mobile generates an ON/OFF traffic during a session and does not generate any traffic
during an inter-session. We have shown in [7] that a very simple transformation of the traffic characteristics
that increases the OFF periods by a portion of the inter-session period, enables us to transform the resulting bi-
dimensional model into a linear Erlang-like model, with very good accuracy. The accuracy of this transforma-
tion is related to the insensibility of the average performance parameters with regards to the traffic distributions,
that comes from the processor sharing policy (see the next point). An equivalent transformation can be applied
to the WiMAX model developed here. However, because of the specificity of the scheduling policy in WiMAX
networks, the system is no longer processor sharing. Even if, in some cases, it can be considered as a general-
ized processor sharing system, we were not able to prove thatthe transformation (from finite-length to infinite
length sessions) is exact, but several experiments have shown us that it is at least a very good approximation.

9. Memoryless traffic distributions are strong assumptions that have been validated by several theoretical results.
Several works on insensitivity (see, e.g., [9, 11, 17]) haveshown (for systems fairly similar to the one we are
studying) that the average performance parameters are insensitive to the distribution of ON and OFF periods.
In Section 7, we present a comparison of the system performance obtained by simulation for several traffic
distributions (exponential and Pareto), and our analytical model. These results tend to prove that insensitivity
still holds or is at least a good approximation. Thus, memoryless distributions are the most convenient choices
to model the traffic.

4. Full-capacity Policy Modeling

In this section we adapt the generic model presented in Section 3, by providing the expressions of the aggregated
departure ratesµ(n) in the case of a full-capacity policy. The resulting model has been presented in [8].

4.1. Full-capacity Policy

A full-capacity policy, as specified in Section 2.2, is a scheduling policy that aims at always sharing the whole
resource between the users. So, as long as there is at least one active mobile (i.e., a mobile currently in active transfer)
that is not in outage, all the slots of the current frame are given to this user and no resources go unused.

In this study, we consider three full-capacity policies coresponding to three specific scheduling schemes:

• The slot sharing fairness policy equally shares all slots ofeach frame between the active users that are not in out-
age. Obviously, since users with better MCS make better usesof these slots, they achieve greater instantaneous
throughputs.

• The instantaneous throughput fairness policy divides the resource in order to provide the same instantaneous
throughput to all active users not in outage. This policy allows mobiles using at a given time-step a MCS with
a low bit rate, to obtain proportionally more slots than mobiles using a MCS with a high bit rate.

• The opportunistic policy gives all the resources to active users having the highest transmission bit rate, i.e., the
best MCS. This policy ensures the most efficient use of each frame at the cost of unfairness between the users.
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It is of importance to note that the two last policies correspond to two opposite borderline cases. Indeed, while the
instantaneous throughput fairness policy totally favors fairness between the active mobiles over an efficient use of the
ressource, the opportunistic policy does the exact opposite. Finally, the slot sharing policy can be seen as a trade-off

between these two policies.

4.2. Departure Rates

To accurately estimate the average departure ratesµ(n) of this model, we first express them as follows:

µ(n) =
m̄(n) NS

x̄on TF
, (7)

wherem̄(n) is the average number of transmitted bits per slot when there aren concurrent active transfers. Obviously,
m̄(n) depends onK the number of MCS, andpk, 0 ≤ k ≤ K, the MCS vector probability. ¯m(n) is also strongly
dependent onn, because the average number of bits per slot must be estimated by considering all possible distributions
of then mobiles between theK + 1 possible coding schemes (including outage). Finally, ¯m(n) also depends on the
scheduling policy, as the policy decides on the numbers of slots given to each mobile with regard to the coding scheme
they use.

4.2.1. Generic Average Bit Rates
In order to illustrate the derivation of the generic averagenumbers of bits per slot ¯m(n), we first consider a situation

with 2 active mobiles (denoted M1 and M2) in a system with 2 MCS(K = 2) and no outage, and develop the expression
of m̄(2). MCS1 is used with a probabilityp1 and allows to transferm1 bits per slot.MCS2 is used with a probability
p2 and allows to transferm2 bits per slot. We denote by ¯m(n1,n2) the average number of bits per slot in the TDD frame
for one particular configuration havingn1 mobiles usingMCS1 andn2 mobiles usingMCS2 (n1 + n2 = 2). There are
3 possible configurations:

• the 2 mobiles usesMCS1 and thus none usesMCS2. This configuration occurs with a probabilityp1p1. What-
ever the scheduling policy, the corresponding average number of bits per slotm̄(2,0) is obviously:

m̄(2,0) = m1; (8)

• the 2 mobiles useMCS2 and thus none usesMCS1. Similarly, with a probabilityp2p2, we have:

m̄(0,2) = m2; (9)

• 1 mobile usesMCS1 and the other usesMCS2. This configuration can correspond to 2 distinct distributions of
the 2 mobiles: M1 usesMCS1 and M2 usesMCS2, or M1 usesMCS2 and M2 usesMCS1. The associated
probability is 2p1p2, as both distributions have equal probabilities. The corresponding average number of bits
per slotm̄(1,1) can thus be expressed as:

m̄(1,1) = m1x1(1,1)+m2x2(1,1), (10)

wherexk(1,1) is the proportion of the resource that is associated to mobiles usingMCSk, which is determined
by the scheduling policy.

We finally express the average number of bits per slot when there are 2 active mobiles in the system as:

m̄(2) =
2

∑

n1=0

m̄(n1,2− n1)

(

2
n1

)

pn1
1 p2−n1

2 , (11)

where
(

2
n1

)

is a binomial coefficient that gives the number of distributions correspondingto a same configuration (with
n1 mobiles usingMCS1 and 2− n1 mobiles usingMCS2).

9



As a generalization, one can convince oneself easily that the average number of bits per slot, ¯m(n), when there are
n active users, is expressed as follows:

m̄(n) =
(n,...,n)
∑

(n0, ...,nK ) = (0, ...,0)|
n0 + ... + nK = n

n0 , n

m̄(n0, ...,nK)

(

n
n0, ...,nK

)















K
∏

k=0

pnk

k















, (12)

with

m̄(n0, ...,nK) =
K

∑

k=1

mk nk xk(n0, ...,nK), (13)

where
(

n
n0,...,nK

)

is the multinomial coefficient andxk(n0, ...,nK) is the proportion of resource given to one mobile
usingMCSk, when the current distribution of then mobiles among theK + 1 coding schemes (including outage) is
(n0, ...,nK). Let us emphasize that this expression has aO(nK) complexity, whereK, the number of different coding
schemes, is usually low. Section 4.2.3 will show that this complexity can be drastically reduced without any significant
impact on the accuracy of the ¯m(n) values.

4.2.2. Specific Policies
We now present the model adaptation to three different full-capacity scheduling policies. For each of them we

provide closed-form expressions for the average numbers ofbits per slot,m̄(n).

Slot sharing fairness
With the slot fairness policy, at each time-step the scheduler equally shares theNS slots among the active users that

are not in outage. As a result, if we consider a particular distribution (n0, ...,nK) of then active users (n =
∑K

k=0 nk),
each of then− n0 users not in outage receives an equal portion of the whole resource. The proportionxk(n0, ...,nK) of
the resource granted to a mobile usingMCSk, is thus given by:

xk(n0, ...,nK) =

{ 1
n−n0

if k , 0 andn , n0

0 else
(14)

By replacing these proportions in generic expression (12),the average number of bits per slot, ¯m(n), when there
aren active users, becomes:

m̄(n) =
(n,...,n)
∑

(n0, ...,nK ) = (0, ...,0)|
n0 + ... + nK = n

n0 , n

n!
n− n0

( K
∑

k=1

mknk

)( K
∏

k=0

pnk

k

nk!

)

. (15)

It is of interest to note that the expression of the average numbers of bits per slot can be greatly simplified if
we don’t consider outage. Indeed, in that case, an active mobile can always receive data. So, the proportion of
the resource that is associated to mobiles usingMCSk, is then constant for anyk and for any possible distribution
(n1, ...,nK) of then mobiles among theK coding schemes, and equals1

n. These constant proportions when replaced in
generic expression (12) lead, after a few simplifications, to the drastically simplified expression:

m̄(n) =
K

∑

k=1

mkpk = m̄. (16)

This nice and very simple expression shows us that, when there is no outage, the average numbers of bits per slot
m̄(n) and, as a consequence, the average departure rates of the CTMC, are constant. As a result, in this special case
(i.e., slot sharing fairness policy and no possible outage)our model becomes equivalent to the well-known Engset
model [15].
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Instantaneous throughput fairness
The objective of the instantaneous throughput fairness policy is to ensure that all active mobiles not in outage get

the same instantaneous throughput. If an active mobile using coding schemeMCSk obtains a proportionxk(n0, ...,nK)
of the resource, its resulting instantaneous throughput will be proportional tomkxk(n0, ...,nK). As a consequence, in
order to respect instantaneous throughput fairness between active users not in outage, thexk(n0, ...,nK) must be such
that:

mkxk(n0, ...,nK) = C for k , 0, (17)

whereC is a constant such that
∑K

k=1 nkxk(n0, ...,nK) = 1, thus:

C =
1

K
∑

k=1

nk

mk

. (18)

By replacing the proportionsxk(n0, ...,nK) in generic expression (12), the average number of bits per slot, m̄(n), when
there aren active users, becomes:

m̄(n) =
(n,...,n)
∑

(n0, ...,nK ) = (0, ...,0)|
n0 + ... + nK = n

n0 , n

(n− n0) n!
K

∏

k=0

pnk

k

nk!

K
∑

k=1

nk

mk

. (19)

Unlike the previous scheduling scheme, here there is no significant simplification of the formula when we rule out
the possibility of outage.

Opportunistic scheduling
Finally, we study the case of the opportunistic policy. Without loss of generality, we assume, in this section, that

the coding schemes are classified in increasing order:m0 < m1 < ... < mK . And even if it is still possible to derive
the average numbers of bits per slot from generic expression(12), we prefer to give here a more intuitive, yet strictly
equivalent, derivation.

We consider a system withn current active mobiles. We denote byαi(n) the probability of having at least one
active user (amongn) usingMCSi and none using a MCS enabling a higher transmission rate (i.e., MCSj with j > i).
As a matter of fact,αi(n) corresponds to the probability that the scheduler grants at a given time-step all the resource
to the mobiles that useMCSi . As a consequence, we can express the average number of bits per slot when there aren
active users as:

m̄(n) =
K

∑

i=1

αi(n)mi . (20)

In order to calculate theαi(n), we first expressp≤i(n), the probability that there is no mobile using a MCS higher than
MCSi :

p≤i(n) =
(

1−
K

∑

j=i+1

p j

)n
. (21)

Then, we calculatep=i(n), the probability that there is at least one mobile usingMCSi provided that there is no mobile
using a better MCS:

p=i(n) = 1−

(

1−
pi

i
∑

j=0

p j

)n

. (22)
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αi(n) can thus be expressed as:
αi(n) = p=i(n) p≤i(n). (23)

Lastly, let us note that there is no change in the previous expressions whether we consider the possibility of outage
or not. (In the latter, settingp0 = 0 is sufficient to obtain the desired ¯m(n).)

4.2.3. Analytical asymptotic study
In the derivation of the average numbers of bits per slot, we can observe the asymptotic behaviors of the ¯m(n)

functions. Fig. 3 shows the evolution of ¯m(n) whenn increases for the three studied scheduling policies. We cannotice
that the three resulting functions ¯m(n) rapidly tend to different asymptotes asn, the number of active users, increases.
We thus derive in the following subsections the analytical expressions of these asymptotes for each scheduling policy.
Note that one can benefit from these quick asymptotical behaviors to avoid the calculation of the ¯m(n) for large values
of n (e.g., by replacing, after a threshold, the exact value by the corresponding asymptote value).

Slot fairness asymptote
As the number of active users grows, the proportion of mobiles usingMCSk tends topk. If we denote bynk the

number of such mobiles, whenn → ∞, we haveNk ∼ pk n. In the case of slot fairness scheduling, the resource is
equally shared between then−N0 mobiles that are not in outage. The limiting value of the average number of bits per
slot is thus given by:

m(∞) = lim
n→∞

m̄(n) = lim
n→∞

K
∑

k=1

mk
Nk

n− N0
=

K
∑

k=1

mkpk

1− p0
. (24)

Throughput fairness asymptote
We now detail the asymptote corresponding to the instantaneous throughput fairness policy. Again, the number of

mobiles usingMCSk, whenn→ ∞, is Nk ∼ pk n. Every such mobile obtains a proportionxk of the resource such that
∑K

k=1 Nkxk = 1. In order to respect the fairness of the scheduling policy,these proportions must satisfy the following
relation:

mkxk = C =
1

K
∑

k=1

Nk

mk

for anyk , 0. (25)

Note that mobiles in outage do not use any resource (and thus,x0 = 0). By combining these relations, we obtain the
expression of the asymptote value:

m(∞) = lim
n→∞

m̄(n) = lim
n→∞

k
∑

k=1

mkNkxk =
1− p0

K
∑

k=1

pk

mk

. (26)

Opportunistic scheduling asymptote
The asymptote value of ¯m(n) for opportunistic scheduling simply corresponds to the highest bit rate per slot

(obtained with the best coding scheme). Indeed, as the number of active users increases, the probability of having at
least one mobile using the best MCS tends to 1. Thus, we have:

m(∞) = lim
n→∞

m̄(n) = mK . (27)
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4.3. Performance parameters

From the expression of the full-capacity departure ratesµ(n) (equation (7)), we now obtain the steady-states
probabilitiesπ(n) as follows:

π(n) =
N!

(N − n)!

Tn
F ρ

n

Nn
S

n
∏

i=1

m̄(i)

π(0), (28)

where
ρ =

x̄on

t̄o f f
, (29)

andπ(0) is obtained by normalization.
The performance parameters are derived from the steady-state probabilities as shown in Section 3.2.2. For exam-

ple, the average throughput̄X obtained by each mobile in active transfer can be expressed as:

X̄ =
NS

TF

N
∑

n=1

m̄(n) π(n)

N
∑

n=1

nπ(n)

. (30)

The average utilization̄U of the TDD frame is obtained by weighting each staten by the probability that there is
at least one active mobile not in outage:

Ū =
N

∑

n=1

π(n)(1− pn
0). (31)

Finally, it is very important to note that the steady-state probabilitiesπ(n) of this model, as well as all the perfor-
mance parameters, only depend on the traffic profile (x̄on, t̄o f f ) through the single parameterρ (given by relation (29)),
playing a role equivalent to the “traffic intensity” of Erlang laws [15]. Indeed, the parameters ¯m(n) that appear in
relations (28) and (30) do not depend on the traffic parameters ¯xon andt̄o f f .

5. Throttling Policy Modeling

We now propose to adjust the generic model presented in Section 3 to take into account the throttling policy [14].

5.1. Throttling Policy

As stated in Section 2.2, a throttling policy is a schedulingpolicy that aims at limiting the instantaneous throughput
of each active mobile to a value calledMS TR(Maximum Sustained Traffic Rate). As a result, the traffic profile of a
mobile must now be characterized by three parameters: (MS TR, x̄on, t̄o f f ).

The MS TRregulates the maximum allowed peak rate of a connection. At each frame, the scheduler tries to
allocate the right number of slots to each active mobile in order to achieve itsMS TR. If a mobile is in outage it does
not receive any slot and its throughput is degraded. If at a given time the total number of slots (NS) is not enough to
satisfy theMS TRof all active users (not in outage), they all see their throughputs equally degraded. Lastly, if on the
opposite there are more resources than needed, these remaining slots go unused.

5.2. Departure Rates

In order to estimate the average departure ratesµ(n) corresponding to the throttling policy, we first define the
following quantities.

To compensate the losses due to outage, we consider a slightly greater instantaneous bitrate than theMS TR, the
Delivered BitRate,DBR:

DBR=
MS TR
1− p0

. (32)
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A mobile usingMCSk needs a mean number of ¯gk slots per frame to reach itsDBR:

ḡk =
DBR TF

mk
. (33)

Obviously, since no slots are allocated to a mobile in outage, ḡ0 = 0.
From this, we then deduce ¯g, the average number of slots per frame needed by a mobile to obtain itsMS TR:

ḡ =
K

∑

k=1

pkḡk. (34)

Knowing ḡ, we can now express the departure ratesµ(n) as follows:

µ(n) =
NS

max(nḡ,NS)
n

MS TR
x̄on

. (35)

The last part of this expression (MS TR
x̄on

) corresponds to the rate at which any of then active mobiles completes its
transfer, assuming that there are always enough available slots in the frames to satisfy theMS TR. The first part of this
expression ( NS

max(nḡ,NS) ) represents the ratio of the global departure rate achievedby then concurrent active transfers.
Indeed, when there aren active mobiles, they neednḡ slots in average to obtain theirMS TR. If NS ≥ nḡ, they can all
receive theirMS TRand the ratio is 1. However, ifNS < nḡ, there are not enough resources to satisfy the demands
and, as a result, the mobiles only get a portionNS

nḡ of their MS TR.
Finally, note that as opposed to the full-capacity policies, we do not need to investigate the asymptotic behavior

of the departure ratesµ(n) since they become constant as soon as max(nḡ,NS) = nḡ.

5.3. Performance Parameters

By introducing the departure ratesµ(n) (relation (35)) in generic expression (28), we can computethe steady-state
probabilitiesπ(n) as:

π(n) =
N!

(N − n)!
ρn

n!
n

∏

i=1

NS

max(iḡ,NS)

π(0), (36)

where
ρ =

x̄on

t̄o f f MS TR
, (37)

andπ(0) is obtained by normalization.
We derive the performance parameters from the steady-stateprobabilities as shown in Section 3.2.2. Finally, the

average utilizationŪ of the TDD frame, is expressed as the weighted sum of the ratios between the mean number of
slots needed by then mobiles to reach theirMS TRand the mean number of slots they really obtain:

Ū =
N

∑

n=1

nḡ
max(nḡ,NS)

π(n). (38)

On a last note, let us highlight that when max(Nḡ,NS) = NS, the resources of the system are always sufficient
to grant a mobile itsMS TR, even if all theN mobiles of the cell are in active transfer. As a result, by replacing
max(Nḡ,NS) by NS in the expression of the departure rateµ(n) (relation (35)), we obtain that the average throughput
of an active mobile (relation (30)) becomes̄X = MS TR.

6. Multi-profile tra ffic Extensions

In this section, we provide non-trivial multi-profile traffic extensions for both kinds of scheduling policies (first, for
the full-capacity policies, then, for the throttling policy). As a consequence, we now consider that the users are divided
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into R classes of traffic, each one having a specific traffic profile (x̄r
on, t̄

r
o f f ), r = 1, ...,R (traffic profile and traffic class

are equally used in the rest of the paper). Each mobile of a given classr thus generates an infinite-length ON/OFF
traffic, alternating between downloading (ON) periods characterized by an average size of ¯xr

on bits, and reading time
(OFF) periods characterized by an average duration oft̄ro f f seconds. Besides, we assume that there is a fixed number
Nr of mobiles belonging to each class in the cell, and that mobiles cannot change class. As a result, we now consider a
total numberN =

∑R
r=1 Nr of mobiles with different traffic characteristics sharing the available bandwidth of the cell.

Finally, we assume that all mobiles (whatever their class) have the same memoryless channel model (see Section 3.1).

6.1. Full-capacity Policy

We first propose a multi-profile traffic extension for the full-capacity models developed in Section 4 as introduced
in [13].

6.1.1. Equivalent multi-class closed queueing model
We saw in Section 4.3 that, when considering a full-capacitypolicy, the steady-state probabilitiesπ(n), as well

as all the performance parameters only depend on the traffic profile (x̄on, t̄o f f ) through a single aggregated parameter
ρ =

x̄on

t̄o f f
(relation (29)). The key assumption of this multi-profile traffic extension is to suppose that all the performance

parameters of the resulting multi-class model are still dependent of the traffic profiles through a set of aggregated
parametersρr given by:

ρr =
x̄r

on

t̄ro f f

. (39)

As a consequence, we can transform any class-r profile (x̄r
on, t̄

r
o f f ) into an equivalent profile ( ¯xon, t̄′

r
o f f ), such that

x̄on

t̄′ ro f f
=

x̄r
on

t̄ro f f
. By doing so for each class, we transform the original systeminto an equivalent system where all classes

of traffic have the same average ON size ¯xon and different average OFF durations̄t′ro f f .
With this transformation, the equivalent system can be described as a mutli-class closed queueing network with

two stations (see Fig. 4):

1. An IS (Infinite Server) station that models the mobiles in OFF periods. This station has class-dependent service
rates:

λr =
1

t̄′ro f f

; (40)

2. A PS (Processor Sharing) station that models the active mobiles. This station has class-independent service
ratesµ(n) that in turn depend on the total number active mobiles (whatever their classes).

It is important to emphasize that, as all classes of the equivalent system possess the same downloading requirement
(i.e., the same ¯xon), the way their requests are served by the system is independent of their class, and only depends
on the total numbern of concurrent active mobiles and their radio conditions. Thus, the expressions of the state-
dependent ratesµ(n) of station 2 are exactly the same as those derived for the mono-profile traffic model in Section 4.
However, this multi-profile traffic extension remains a multi-class queueing network due to the thinking times of each
classes being different.

6.1.2. Performance parameters
A direct extension of the BCMP theorem [4] for stations with state-dependent rates can now be applied to this

closed queueing network. The population vector is denoted by
−→
N = (N1, ...,NR). The detailed steady-state probabilities

are expressed as follows:

π(−→n ) = π(−→n1,
−→n2) =

1
G

f1(−→n1) f2(−→n2), (41)

where−→ni = (ni1, ...,niR), nir being the number of class-r mobiles present in stationi,

f1(−→n1) =
1

n11!...n1R!
1

(λ1)n11...(λR)n1R
, (42)
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f2(−→n2) =
n2!

n21!...n2R!
1

n2
∏

k=1

µ(k)

, (43)

ni is the total number of mobiles (of all classes) in stationi:

ni =

R
∑

r=1

nir , (44)

andG, is a normalization constant:
G =

∑

−→n1+
−→n2=
−→
N

f1(−→n1) f2(−→n2). (45)

All the performance parameters of interest can be derived from the steady-state probabilities as follows.
We denote bȳDr the average number of class-r customers departing from station 2 by unit of time, i.e., theaverage

number of class-r mobiles completing their download by unit of time.̄Dr can be expressed as:

D̄r =
∑

−→n1+
−→n2=
−→
N

µr (
−→n2) π(−→n1,

−→n2), (46)

whereµr (
−→n2) is the departure rate of the class-r mobiles when there are−→n2 active mobiles:

µr (
−→n2) =

n2r

n2

m̄(n2) NS

x̄r
on TF

. (47)

The average number of customers of classr in station 2, i.e., the average number of class-r active mobiles, denoted
by Q̄r , is given by:

Q̄r =
∑

−→n1+
−→n2=
−→
N

n2r π(
−→n1,
−→n2). (48)

The average download duration of class-r mobiles, t̄ron, is none other than the average sojourn time of class-r
customers in station 2, and is obtained from Little law:

t̄ron =
Q̄r

D̄r
. (49)

Knowing t̄ron, we express the average throughput obtained by customers ofclassr during their transfer, denoted by
X̄r , as:

X̄r =
x̄r

on

t̄ron
. (50)

Finally, we can compute the utilization of the TDD frame by weighting each state (where station 2 is not empty)
by the probability that there is at least one mobile not in outage (and thus that the total bandwidth of the cell is used):

Ū =
∑

−→n1 +
−→n2 =

−→
N

−→n2 ,
−→
0

π(−→n1,
−→n2) (1− pn2

0 ), (51)

wherep0 is the outage probability.

6.2. Throttling Policy

We now propose a multi-profile traffic extension for the throttling model developed in Section 5 as presented
in [14].
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6.2.1. Equivalent multi-class closed queueing model
The mobiles are still divided intoR classes of traffic, although this time the traffic profile of a given class-r is

defined by (MS TRr , x̄r
on, t̄

r
o f f ) and its associated aggregated parameterρr is now:

ρr =
x̄r

on

t̄ro f f MS TRr
. (52)

In order to apply the same idea as in the full-capacity case, we first transform any profile (MS TRr , x̄r
on, t̄

r
o f f )

into an equivalent one (MS TR, x̄on, t̄′
r
o f f ) such that x̄on

t̄′ro f f MS TR
=

x̄r
on

t̄ro f f MS TRr
. After this transformation, the mobiles of

the equivalent system have the same average ON size ¯xon, and the same maximum instantaneous throughputMS TR.
Thus, just like before, we can model this equivalent system as a multi-class closed queueing network with two stations:
an IS station with class-dependent service ratesλr , and a PS station with class independent but state-dependent service
ratesµ(n).

However, unlike for the previous extension, here we cannot directly use the same expression of the average de-
partureµ(n) obtained in the mono-profile traffic case (relation (35)). Indeed, if we look at the expression of the
steady-state probabilities derived for the mono-profile traffic model (relation (36)), we can see that they not only
depend on the traffic profile through the aggregated parameterρ, but also through the parameter ¯g that represents
the average number of slots per frame needed by a mobile to obtain its MS TR. We thus propose to use forµ(n) an
expression very similar to relation (35):

µ(n) =
NS

max(ḡ(n),NS)
n

MS TR
x̄on

, (53)

in which MS TRandx̄on are the common values of the equivalent multi-class profiles, andḡ(n) is the average number
of slots per frame needed byn mobiles to obtain their maximum throughput.

In order to derive an expression for ¯g(n) that takes into account the different classes of traffic, we first express
DBRr , the actual bitrate needed by a mobile of classr in order to reach itsMS TRr (while compensating losses due to
outage):

DBRr =
MS TRr

1− p0
. (54)

We then define ¯gr , the mean number of slots needed by a mobile of classr to obtain itsMS TRr :

ḡr =

K
∑

k=1

pk
DBRr TF

mk
. (55)

Second, we estimate the probabilitiesαr (n) that an active mobile belong to classr knowing thatn mobiles are
active (i.e.,n customers are in the PS station). These probabilities are obvious whenn = N:

αr (N) =
Nr

N
, (56)

since this means that all the (N1, ...,NR) mobiles are active. Whenn = 1, we approximate them closely by:

αr (1) =
Nrρr

∑R
i=1 Niρi

. (57)

as we know that for a given classr, the probabilityαr (1) only increases with the number of mobiles belonging to that
class,Nr , and with the intensity of the traffic they transmit,ρr . Knowingαr (1) andαr (N), we then suppose that the
αr (n) are a linear function ofn:

αr (n) = an+ b, (58)
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with

a =
αr (N) − αr (1)

N − 1
andb =

Nαr (1)− αr (N)
N − 1

. (59)

Lastly, we express the average parameter ¯g(n) as:

ḡ(n) =
R

∑

r=1

nαr (n)ḡr . (60)

Note that theαr (n) probabilities can alternately be obtained by consideringa multi-dimensional Markov chain
which states (n1, ...,nR) correspond to the detailed distribution of the current active mobiles of each class in the
system. From the numerical resolution of this chain we can derive the exact values of theαr (n) probabilities. We have
checked on numerous examples that the exactαr (n) probabilities are very well estimated by the linear approximation
we propose above. In addition, the impact of this approximation is very limited as it only matters statesn such that
nḡ(n) < NS (see relation (53)). Finally, it is important to emphasize that the use of this approximation enables to avoid
the exponential complexity of solving a multi-dimensionalMarkov chain.

6.2.2. Performance parameters
Just like for the previous multi-profile traffic extension, we apply the extension of the BCMP theorem [4], and

derive the steady-state probabilities and all the performance parameters in the exact same way. Only the expressions
of the departure ratesµr (

−→n2) and of the utilization of the TDD framēU must be adapted to the specificity of the
throttling policy and replaced by the following ones:

µr (
−→n2) =

NS

max
(

ḡ(−→n2),NS

)n2r
MS TRr

x̄r
on
, (61)

and

Ū =
∑

−→n1+
−→n2=
−→
N

ḡ(−→n2)

max
(

ḡ(−→n2),NS

)π(−→n1,
−→n2), (62)

whereḡ(−→n2) represents the mean number of slots needed for the−→n2 active mobiles to reach their respectiveMS TRr :

ḡ(−→n2) =
R

∑

r=1

n2r ḡr . (63)

Indeed, similarly to the mono-trafic throttling case,Ū is expressed as the weighted sum of the ratios between the mean
number of slots needed by the active mobiles to reach theirMS TR, and the mean number of slots they really obtain.

7. Validation and Robustness

In this section, we discuss the validation of our analyticalmodels (for mono and multi-profile traffic) through
extensive simulations. We also show their robustness when confronted to more complex traffic and channel models.
For this purpose has been developed a simulator that implements: i) an ON/OFF traffic generator and a wireless
channel for each user; ii) a centralized scheduler allocating radio resources, i.e., slots, to active users on a frame by
frame basis.

In a first phase, we validate the analytical models through simulations. In thisvalidation study, the analytical
models’ assumptions are reproduced in the simulator. The assumptions are related to scheduling, traffic and channel
models. This phase shows that describing the system by the number of active users is a sufficient approximation to
obtain accurate dimensioning parameters. It also validates the analytical expressions of the average number of bits
per slotm̄(n) for full-capacity policies and the expression of departure rates for the throttling scheme.
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In a second phase, therobustness study, we relax the analytical models’ assumptions by considering more realistic
traffic and radio channel models. Through comparisons with simulation results, we show how robust the analytical
model reacts towards these relaxations.

We now detail the simulation models before presenting results for both studies.

7.1. Simulation Models

7.1.1. System Parameters
We consider a single WiMAX cell and study the downlink. Radioresources are thus made of time-frequency

slots in the downlink TDD sub-frame (cf. Fig. 1). The number of slots depends on the system bandwidth, the frame
duration, the downlink/uplink ratio, the subcarrier permutation (PUSC, FUSC, AMC), and the protocol overhead
(preamble, FCH, maps).

System bandwidth is assumed to be 10 MHz. The duration of one TDD frame of WiMAX is considered to be 5 ms
and the downlink/uplink ratio 2/3. For the sake of simplicity, we assume that the protocol overhead is of fixed length
(2 symbols) although in reality it is a function of the numberof scheduled users. These parameters lead to a number
of data slots (excluding overhead) per TDD downlink sub-frame ofNS = 450.

7.1.2. Traffic Parameters
In our analytical models, we consider an elastic ON/OFF traffic. In the validation study, we assume that the ON

data volume and OFF period are exponentially distributed asit is the case in the analytical models’ assumptions.
Although well adapted to reading period, the memoryless property does not always fit the reality of data traffic. For
this reason, in the robustness study, we consider truncatedPareto distribution to characterize ON data volume. Recall
that the mean value of the truncated Pareto distribution is given by:

x̄on =
αb
α − 1

[

1− (b/q)α−1
]

, (64)

whereα is the shape parameter,b is the minimum value of Pareto variable andq is the cutoff value for truncated Pareto
distribution. Two values ofq are considered: lower and higher. These have been taken as hundred times and thousand
times the mean value respectively. During simulations, themean value in both cases (higher and lower cutoff) is the
same as the exponential distribution’s for the sake of comparison. The value ofα = 1.2 has been adopted from [16].
The corresponding values of parameterb for higher and lower cutoff are calculated using relation (64).

The values of parameters considered in simulations are specific to both the mono and multi-profile traffic types
and are presented hereafter.

Mono-profile Traffic. Mean values of ON data volume (main page and embedded objects) and OFF period (reading
time), considered in the validation study and robustness study (w.r.t. traffic distribution) for both the conventional
and throttling schemes are respectively 3 Mb and 3 s. The throttling policy has one additional parameter, MSTR,
which value is taken as 512 or 2048 Kbps for validation purposes. In the validation study, the behavior of the model
is also observed with a higher and a lower load (i.e., with ON data volume of 1 Mb and 5 Mb). Traffic parameters for
mono-profile traffic type are summarized in Tab. 1.

Multi-profile Traffic. During a simulation cycle, the total number of users,N, is partitioned among two classes (1 and
2), with equal number of users (i.e.,N

2 ) in each class. Users in a class share the same traffic profile. Traffic parameters
for full-capacity scheduling policies are summarized in Tab. 2. Three different values ofN (i.e., 4, 8 and 16) are
taken into account. Simulations consist of twenty cycles. Traffic profile of class 1 users is kept constant during all
simulation cycles. Traffic profile of class 2 users is changed from one simulation cycleto the other. Twenty different
values of ¯x2

on result into twenty different multi-profile scenarios for a given number of total users in the system i.e.,
one multi-profile per simulation cycle. For all these multi-profiles, value of ¯x1

on is the same i.e., 1 Mb.
Traffic parameters for the throttling scheme’s validation are summarized in Tab. 3. Each class is characterized by
particular values of MSTR, ¯xon andt̄o f f . Simulations are carried out for varying number of total users.
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Table 1: Mono-profile traffic parameters.

Parameter Value
Mean ON data volume ¯xon 3 Mb
Mean OFF duration̄to f f 3 s
MS TRfor throttling scheme 512/2048 Kbps
Pareto parameterα 1.2
Pareto lower cutoff q 300 Mb
Pareto higher cutoff q 3000 Mb
Pareto parameterb for lower cutoff 712926 bits
Pareto parameterb for higher cutoff 611822 bits

Table 2: Traffic parameters for multi-profile traffic and full-capacity scheduling policies.

Parameter Value
Number of users in the systemN 4, 8 and 16
Mean ON data volume ¯x1

on (class 1) 1 Mb
Mean ON data volume ¯x2

on (class 2) 1,2, ...,20 Mb
Mean OFF duration̄t1o f f (class 1) 3 s
Mean OFF duration̄t2o f f (class 2) 3 s

Table 3: Traffic parameters for multi-profile traffic and throttling scheme.

Parameter Value
Mean ON data volume ¯x1

on (class 1) 3 Mb
Mean ON data volume ¯x2

on (class 2) 3 Mb
Mean OFF duration̄t1o f f (class 1) 3 s
Mean OFF duration̄t2o f f (class 2) 6 s
MS TR1 (class 1) 1024 Kbps
MS TR2 (class 2) 2048 Kbps
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7.1.3. Channel Models
The number of bits per slot a mobile is likely to receive depends on the chosen MCS, which in turn depends on

its radio channel conditions. The choice of a MCS is based on SINR measurements and SINR thresholds. Wireless
channel parameters are summarized in Tab. 4. Considered MCS(including outage) and their respective number of
bits transmitted per slot are given.

Table 4: Channel parameters.

Channel state MCS and Bits per slot
{0, ...,K} outage mk

0 Outage m0 = 0
1 QPSK-1/2 m1 = 48
2 QPSK-3/4 m2 = 72
3 16QAM-1/2 m3 = 96
4 16QAM-3/4 m4 = 144

A generic method for describing the channel between the basestation and a mobile is to model the transitions
between MCS by a finite state Markov chain (FSMC). The chain isdiscrete time and transitions occurs everyL
frames, withL TF < t̄coh (the mean coherence time of the channel). In our case, and forthe sake of simplicity,L = 1.
Such a FSMC is fully characterized by its transition matrixPT = (pi j )0≤i, j≤K . Note that an additional state (state 0) is
introduced to take into account outage (SINR is below the minimum radio quality threshold). Stationary probabilities
pk provide the long term probabilities for a mobile to receive data withMCSk.

In our analytical study, the channel model is assumed to be memoryless, i.e., MCS are independently drawn from
frame to frame for each user, and the discrete distribution is given by the (pi)0≤i≤K . This corresponds to the case where
pi j = p j for all i. This simple approach, referred asmemoryless channel model, is considered in the validation study,
which exactly reproduces the assumptions of the analyticalstudy. LetPT(0) be the transition matrix associated to the
memoryless model.

In the robustness study, we introduce two additional channel models with memory. In these models, the MCS of
a given mobile in a frame depends on the MCS it used in the previous frame according to the FSMC presented above.
The transition matrix is derived from the following equation:

PT(a) = aI + (1− a)PT(0) 0≤ a ≤ 1, (65)

whereI is the identity matrix anda is a measure of the channel memory. A mobile indeed maintainsits MCS for a
certain duration with mean̄tcoh = 1/(1 − a). With a = 0, the transition process becomes memoryless. On the other
extreme, witha = 1, the transition process will have infinite memory and the MCS will never change. For simulations,
we have takena = 0.5, so that the channel is constant in average 2 frames. This value is consistent with the coherence
time given in [24] for 45 Km/h at 2.5 GHz. We call the case where all mobiles have the same channelmodel with
memory (a = 0.5), average channel model. Note that the stationary probabilities of this model are the same as those
of the memoryless model.

As the channel depends on the base station to mobile link, it is possible to refine the previous approach by consid-
ering a part of the mobiles to be under “bad” radio conditions, and the remainder under “good” ones. Bad and good
radio conditions are characterized by different stationary probabilities but have the same coherencetime. In the so
calledcombined channel model, half of the mobiles experience good radio conditions, the other half experiences bad
ones, anda is kept to 0.5 for both populations. The radio conditions are assigned tomobiles in the beginning of simu-
lations and are not changed. For example, a mobile assigned with a bad channel state in the beginning of simulation,
will keep on changing its MCS with stationary probabilitiesof bad radio conditions till the end of simulation.

Channel stationary probabilities for three channel modelsare given in Tab. 5. The respective MCS stationary
probabilities for good and bad radio conditions can be obtained for example by performing system level Monte Carlo
simulations and recording channel statistics close (good radio condition) or far (bad radio condition) from the base-
station. For the sake of comparison, all three channel models have the same global MCS probabilities. In particular,
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Table 5: Stationary probabilities for three channel models.

Channel
model

Memoryless Average Combined

good bad

50% mo-
biles

50% mo-
biles

a 0 0.5 0.5 0.5

p0 0.225 0.225 0.020 0.430
p1 0.110 0.110 0.040 0.180
p2 0.070 0.070 0.050 0.090
p3 0.125 0.125 0.140 0.110
p4 0.470 0.470 0.750 0.190

those of the combined channel model are obtained by averaging stationary probabilities of good and bad radio condi-
tions.

7.2. Validation Study

In this study, the simulator takes into account the same traffic and channel assumptions as those of analytical
model. However, in the simulator, MCS of users are determined on per frame basis and scheduling is carried out in
real time, based on MCS at that instant. The analytical modelon the other hand, considers stationary probabilities
of MCS only. Moreover, the simulator tracks the detailed status of each user, while the analysis considers aggregate
states defined by the number of active users. Distributions of ON data volume and OFF period are exponential and
the memoryless channel model is considered.

7.2.1. Mono-profile Traffic
Fig. 5, 6 and 7 respectively show the average channel utilization (Ū), the average number of active users (Q̄)

and the average instantaneous throughput per user (X̄) for the three full-capacity scheduling policies: slot sharing
fairness (designated as ’Slot fair’ in figures), throughputfairness (’X fair’) and opportunistic (’Opp’). It is clear that
simulations and analytical results are in agreement. The maximum relative error, in all cases, stays below 6% and
the average relative error is less than 1%. Note that analytical results have been obtained instantaneously whereas
simulations have run for several days.

Fig. 8 further proves that our analytical model is a very gooddescription of the system: stationary probabilities
π(n) obtained by both the simulations and analysis are comparedconsidering a cell withN = 50 mobiles. Again
results show a perfect match between the two methods with an average relative error staying always below 9%. This
means that not only average values of the output parameters can be evaluated but also higher moments with a high
accuracy.

At last, Fig. 10 shows the validation for three different loads (1, 3 and 5 Mbps) and the slot fairness policy. Our
model shows a comparable accuracy for all three load conditions with a maximum relative error of about 5%. The
other scheduling schemes provide similar results.

The results of the validation study for throttling scheme can be found in Fig. 11, 12, 13 and 9. The maximum
difference between model and simulation results in all cases is found to be less than 2%.

7.2.2. Multi-profile Traffic
The output parameters for the full-capacity scheduling policies are given in Fig. 14, 15 and 16. These parameters

are plotted for twenty different multi-profile scenarios. The effect of increasing the number of users in the system is
also exhibited. It is obvious from the curves depicted in thefigures that the results of the analytical model are in good
agreement with those of simulations. The difference between the two is less than 3% in most of the cases and less
than 5% in the worst case.

If we study Fig. 15 in detail, it can be observed thatX̄1 and X̄2 are not equal. We used the throughput fairness
scheduling policy and the mobiles are not differentiated in any way in the PS queue. Thus, a common idea would be
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that both throughputs should be the same which does not agreewith the results of the figure. The difference between
X̄1 andX̄2 is due to the fact that when a mobile belonging to class 1 enters the PS queue, its probability to find a given
number of mobiles already present in the queue is different than the one of a mobile of class 2. As such, the mobiles
of each class don’t get the exact same amount of resource and hence it results in different throughputs.

Another important result that can be extracted from the figures is that our model performs equally well under low,
medium and high load traffic conditions. Finally the comparison results validate the key assumption of our model, i.e.,
the fact that performance parameters only depend on the traffic profiles of the different classes through the aggregated
parametersρr given by relation (52). Indeed, if we consider the last points of all curves, it corresponds to a class 2
traffic profile of (20 Mb, 3 s) in simulations, and transformed in theanalytical model into an equivalent traffic (1 Mb,
0.15 s).

The output parameters for the throttling scheme have been plotted in Fig. 17, 18 and 19. The results show that
the simulations and the analytical model provide similar results not only for the overall system performance but also
for each class (maximum difference is below 6%). As expected, users obtain their respective MSTR at low load and
when load increases, they see their throughput proportionally degraded (Fig. 18).

7.3. Robustness Study

We now move to the robustness study, where assumptions concerning traffic and channel models made in the
analytical models are relaxed in simulations. We present only the results for mono-profile traffic, the slot fairness
scheduling and the throttling scheme. However, the resultsfor multi-profile traffic and other full-capacity algorithms
were tested in-house and showed similar behaviors.

In order to check the robustness of the analytical model towards the distribution of ON data volumes, simulations
are carried out with a truncated Pareto distribution (with lower and higher cutoff). The results are shown in Fig. 20
for the slot fairness scheduling and in Fig. 21 for the throttling scheme. The average relative error between analytical
and simulation results stays below 10% for all sets. It is clear that considering a truncated Pareto distribution has little
influence on the design parameters. This is mainly due to the fact that the distribution is truncated and is thus not
heavy tailed. But even with a high cutoff value, the exponential distribution provides a very good approximation.

Until now we have always considered the memoryless channel model. Thus, let us take into account two different
channel models such that transitions among different MCS is characterized by a process with memory: theaverage
channel modeland thecombined channel model. If we look at Fig. 22 for the slot fairness policy and at Fig. 23
for the throttling scheme, it can be deduced that our analytical model shows considerable robustness even toward
complex wireless channels. The average relative error is below 7% for the slot fairness scheduling and below 10%
for the throttling policy. We can thus conclude that for designing a WiMAX network, channel information is almost
completely included in the stationary probabilities of theMCS.

8. Dimensioning

In this section, we provide examples to demonstrate possible applications of our models while considering a mono-
profile traffic scenario with the throughput fairness policy. However, results can be obtained in the same manner for
any other possible configuration (i.e., any mono or multi-profile traffic scenario with any scheduling schemes) by
using the according model.

8.1. Performance graphs

To obtain performance graphes, we first draw 3-dimensional surfaces where performance parameters are function
of the parameters to dimension, e.g.,N, the number of users in the cell andρ, the combination of traffic parameters
(ρ = x̄on

t̄o f f
, as described in Section 4.3). For each performance parameter, the surface is cut out into level lines and the

resulting 2-dimensional projections are drawn. The step between level lines can be arbitrarily chosen.
The average radio resource utilization of the WiMAX cellŪ, and the average throughput per userX̄ for any mobile

in the system are presented in Fig. 24 and 25 (corresponding to the memoryless channel model presented in Table 5).
These graphs enable to directly derive any performance parameter knowing the traffic load profile, i.e., the couple

(N, ρ). Each graph is the result of several thousands of input parameter sets. Obviously, any simulation tool or even any
multi-dimensional Markov chain requiring numerical resolution, would have precluded the drawing of such graphs.
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8.2. Dimensioning study

Here, we show how our model can be advantageously used for dimensioning issues. Two examples, each corre-
sponding to a certain QoS criterion, are given.

In Fig. 26 we find the minimum numberNmin of mobiles in the cell guaranteeing an average radio utilization over
50%. This kind of criterion allows operators to maximize theutilization of network resource in regard to the traffic
load of their customers. To obtain the optimal value ofN associated with a number of slots and a traffic load (NS, ρ),
we look for the point at the corresponding coordinates in thegraph. This point is located between two level lines, and
the one with the higher value gives the value ofNmin.

The QoS criterion chosen as a second example is the throughput per user. We decided on 50 Kbps as the arbitrary
value of the minimum user throughput. Now, we want to find the maximum numberNmax of users in the cell guaran-
teeing this minimum throughput threshold. In Fig. 27, a given point (NS, ρ) is located between two level lines. The
line with the lower value givesNmax.

The graphs of Fig. 27 and 26 can be jointly used to satisfy multiple QoS criteria. For example, if we have a
WiMAX cell configured to haveNS = 450 slots and a traffic profile given byρ = 300 (e.g., ¯xon = 1.2 Mb and
t̄o f f = 20 s), Fig. 26 givesNmin = 55, and Fig. 27 givesNmax= 200. The combination of these two results recommends
to have a number of usersN ∈ [55; 200] to guarantee a reasonable resource utilization and an acceptable minimum
throughput to the users.

9. Conclusion

As deployment of WiMAX networks is underway, need arises foroperators and manufacturers to develop di-
mensioning tools. In this paper, we have presented novel analytical models for elastic best effort traffic in WiMAX
networks. The models are able to derive Erlang-like performance parameters such as throughput per user or channel
utilization. Based on a one-dimensional Markov chain and the derivation of average bit rates, our models are remark-
ably straightforward. Their resolution indeed provides closed-form expressions for all the required performance pa-
rameters instantaneously. Expressions are given for four scheduling policies. Three of them are full-capacity schemes
(throughput fairness, slot fairness and opportunistic scheduling). The last one, the throttling scheme, exploits theQoS
parameter Maximum Sustained Traffic Rate (MSTR) foreseen by the standard to cape the maximum throughput of
best effort users. Our models are also able to take into account multi-profile scenarios, in which different classes of
users experience different traffic patterns. These extensions are based on original product-form queueing networks
that still provide closed-form solutions for all performance parameters. Extensive simulations with various scenarios
have validated the models’ assumptions. The accuracy of ourmodels is illustrated by the fact that, for all simula-
tion results, maximum relative errors do not exceed 10%. Even if the traffic and channel assumptions are relaxed,
analytical results still match very well with simulations.This shows the robust nature of our models.
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Figure 1: TDD frame structure.
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Figure 2: General CTMC with variable departure rates.
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Figure 3:m̄(n) asymptotic behaviors.

26



λr

Station 1: IS

Station 2: PS µ(n)

Figure 4: Closed-queueing network
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Figure 5: Average resource utilization,
mono-traffic, full-capacity scheduling poli-
cies (x̄on = 3 Mb andt̄o f f = 3 s).
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Figure 6: Average number of active users,
mono-traffic, full-capacity scheduling poli-
cies (x̄on = 3 Mb andt̄o f f = 3 s).
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Figure 7: Average instantaneous user
throughput, mono-traffic, full-capacity
scheduling policies ( ¯xon = 3 Mb and
t̄o f f = 3 s).
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Figure 8: Steady state probabilities, mono-traffic, full-capacity
scheduling policies (N = 50, x̄on = 3 Mb andt̄o f f = 3 s).
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Figure 9: Steady state probabilities, mono-traffic, throttling scheme
(N = 20, x̄on = 3 Mb, t̄o f f = 3 s andMS TR= 512 Kbps).
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Figure 10: Average instantaneous user throughput, mono-traffic, slot fairness scheduling, different loads ( ¯xon = 1, 3 and 5 Mb,̄to f f = 3 s).
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Figure 11: Average resource utilization,
mono-traffic, throttling scheme ( ¯xon =

3 Mb, t̄o f f = 3 s, MS TR = 512 and
2048 Kbps).
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Figure 12: Average number of active users,
mono-traffic, throttling scheme ( ¯xon =

3 Mb, t̄o f f = 3 s, MS TR = 512 and
2048 Kbps).
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Figure 13: Average instantaneous user
throughput, mono-traffic, throttling scheme,
different loads ( ¯xon = 3 Mb, t̄o f f = 3 s,
MS TR= 512 and 2048 Kbps).
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Figure 14: Average resource utilization,
multi-profile, slot fairness scheduling ( ¯x1

on =

1 Mb andt̄1o f f = t̄2o f f = 3 s).
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Figure 15: Average throughput per user dur-
ing ON period, multi-profile, slot fairness
scheduling ( ¯x1

on = 1 Mb andt̄1o f f = t̄2o f f =

3 s).
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Figure 16: Average number of active users,
multi-profile, slot fairness scheduling ( ¯x1

on =

1 Mb andt̄1o f f = t̄2o f f = 3 s).
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Figure 17: Average resource utilization,
multi-profile, throttling scheme ( ¯x1

on =

x̄2
on = 3 Mb, t̄1o f f = 3 s, t̄2o f f = 6 s,

MS TR1 = 1024 Kbps andMS TR2 =

2048 Kbps).
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Figure 18: Average throughput per user
during ON period, multi-profile, throttling
scheme ( ¯x1

on = x̄2
on = 3 Mb, t̄1o f f = 3 s,

t̄2o f f = 6 s, MS TR1 = 1024 Kbps and
MS TR2 = 2048 Kbps).
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Figure 19: Average number of active users,
multi-profile, throttling scheme ( ¯x1

on =

x̄2
on = 3 Mb, t̄1o f f = 3 s, t̄2o f f = 6 s,

MS TR1 = 1024 Kbps andMS TR2 =

2048 Kbps).
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Figure 20: Average instantaneous user throughput, mono-traffic, slot
fairness scheduling, different traffic distributions ( ¯xon = 3 Mb and
t̄o f f = 3 s).
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Figure 21: Average instantaneous user throughput, mono-traffic, throt-
tling scheme schemes, different traffic distributions ( ¯xon = 3 Mb,
t̄o f f = 3 s andMS TR= 2048 Kbps).
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Figure 22: Average instantaneous user throughput, mono-traffic, slot
fairness scheduling, different channel models ( ¯xon = 3 Mb andt̄o f f =

3 s).
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Figure 23: Average instantaneous user throughput, mono-traffic, throt-
tling scheme, different channel models ( ¯xon = 3 Mb, t̄o f f = 3 s and
MS TR= 2048 Kbps).

10000

1000

100

0.1%

1%

5%
10% 20%

50%
90%

ρ

N

 tra
ffi
c
 lo
a
d

number of users

Average radio utilization

Figure 24: Average utilization̄U.

ρ

N

 tra
ffi
c
 lo
a
d

number of users

1000

100

10000
5e04

1e05

2e05

1e06

5e06

1e07

Average throughput per user

Figure 25: Average throughput per userX̄.
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Figure 26: Dimensioning the minimum value ofN guaranteeingŪ ≥

50%.
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Figure 27: Dimensioning the maximum value ofN guaranteeinḡX ≥
50 Kbps.
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