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Abstract

This paper tackles the challenging task of developing algimpd accurate analytical model for performance evalua-
tion of WiIMAX networks. The need for accurate and fast-cotimautools is of primary importance to face complex
and exhaustive dimensioning issues for this promisingsscteehnology. In this paper, we present a generic Marko-
vian model developed for three usual scheduling policikd §haring fairness, throughput fairness and opportignist
scheduling) that provides closed-form expressions fothallrequired performance parameters instantaneously. We
also present and evaluate the performance of a fourth palaied throttling policy, that limits the maximum user
throughput and makes use of the Maximum Sustaineéigrdate (MSTR) parameter foreseen by the standard. At
last, we extend these studies to multi-profiléiicapatterns. The proposed models are compared in depth \aitktie
simulations that show their accuracy and robustness rigptioe diferent modeling assumptions. Finally, the speed
of our analytical tools allows us to carry on dimensioningdéts that require several thousands of evaluations, which
would not be tractable with any simulation tool.
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1. Introduction

Candidate for 4G, WiMAX (Worldwide Interoperability for Miowave Access) is a broadband wireless access
technology which is based on IEEE standard 802.16. The fpstative version of IEEE 802.16 is 802.16-2004
(fixed/nomadic WIMAX) [2]. It was followed by a ratification of amenént IEEE 802.16e (mobile WIMAX) in
2005 [3]. A new standard, 802.16m, is currently under dédinito provide even higherfigciency. In addition, the
consortium WIMAX Forum was found to specify profiles (teclogy options are chosen among those proposed by
the IEEE standard), define an end-to-end architecture (kS not go beyond physical and MAC layer), and certify
products (through inter-operability tests).

A number of services such as voice, video and web are toffieeed by WIMAX networks. Considering the
web services, the users may generatéitraf different profiles (characterized by the volume of data gemt@atd
reading time). They may also have to respect a QoS paraneteciated with bestfrt service in the standard:
the Maximum Sustained Tfzc Rate(MSTR). As defined in [3] (section 11.13.6), this paramesendt a guaranteed
rate but an upper bound on the throughput achieved by a mdbilme WiMAX networks are already deployed but
most operators are still under trial phases. As deploynsetiining, the need arises for manufacturers and operators
to have fast andfiicient tools for network design and performance evaluattida o account for these possibilities.
Literature on WiIMAX performance evaluation is constitutafttwo sets of papers: i) packet-level simulations that



precisely implement system details and scheduling scheimesalytical models and optimization algorithms that
derive performance metrics at user-level.

In the former set, [19] and [12] are interesting because thesstigate dierent QoS support mechanisms pro-
posed in the standard. In addition, studies of the perfoomarf multi-profile internet trdic have been proposed in
both [25] and [23]. Authors of [25] evaluated the throughpatformance in a WiMAX cell while considering the
number of users, the modulation schemes they may use andtteate they require, using system level simulations.
They also introduced a notion similar to MSTR: tiean Information RatéMIR) and observed the impact offthr-
ent MIR values on the tfac performance. In [23], a measurement based procedure basadepted to evaluate the
performance of fixed WiIMAX network in presence of multi-ptefbest &ort traffic.

Among the latter set of papers, [26] provided an analyticatlet for studying the random access scheme of
IEEE 802.16d. Niyato and Hossain [21] formulated the badtiwallocation of multiple services with fiérent QoS
requirements by using linear programming. They also prepg@erformance analysis, first at connection level, then,
at packet level. In the former case, variations of the rati@noel are however not taken into account. In the latter
case, the computation of performance measures rely on-tdinignsional Markovian model that requires numerical
resolutions. Finally, authors of [27] presented the matitéral expressions to calculate the blocking probabdité
a mixed WiMAX-WiFi system. They considered users who geteevaicgdata trafic and focused on the admission
control aspect of the network.

Not specific to WIMAX systems, generic analytical modelsgerformance evaluation of cellular networks with
varying channel conditions have been proposed in [11, 1P, PBe models presented in these articles are mostly
based on multi-class processor-sharing queues with east cbrresponding to users having similar radio conditions
and subsequently equal data rates. The variability of rekdamnel conditions at flow level is taken into account by
integrating propagation models, mobility models or spatistribution of users in a cell. These papers implicitly
consider that users can only switch class between two ssigeadata transfers. However, as highlighted in the next
section, in WIMAX systems, radio conditions and thus datagaf a particular user can change frequently during a
data transfer. In addition, capacity of a WiMAX cell may vay a result of varying radio conditions of users.

In this paper, we develop a novel and generic analytical inidé takes into account frame structure, precise
slot sharing-based scheduling and channel quality varniatf WiMAX systems. Unlike existing models [11, 10, 20],
our model is adapted to WIMAX systems’ assumptions and iederenough to integrate any appropriate scheduling
policy. Moreover, our approach makes it possible to comglike so-called “outage” situation. A user experiences an
outage, if at a given time radio conditions are so bad thatnnot transfer any data and is thus not scheduled.

We first consider thretull-capacitypolicies which aim at sharing the whole resource, i.e.,latkf each frame,
among the active userslot sharing fairnessnstantaneous throughput fairnessxdopportunistic Then, we consider
athrottling scheduling policy which limits the attained throughput atke user to a given value. This policy allows
us to take into account the aforementioned MSTR in our mdetal each policy, we develop closed-form expressions
for all performance metrics. We also provide extensionsunfroodel to take into account multi-profile webftia in
mobile WIMAX networks.

The rest of paper is organized as follows. System descnijptidduding specific WiMAX network details concern-
ing our analytical model is provided in Section 2. Section&spnts the generic analytical model and the assumptions
it stands on. The model is adapted to the three full-capachgduling policies in Section 4 and to the throttling polic
in Section 5. Section 6 details the multi-profileffra extensions for both kinds of scheduling policy. Validatend
robustness of model are discussed in Section 7. Lastlyidde®gives an example of WiIMAX dimensioning process
using our model.

2. WIMAX System Description

In this section, we briefly present the WiMAX system detadeded to understand the proposed analytical model.
Although the analysis is also valid for fixed WIMAX, we focus mobile WiIMAX, which is based on standard IEEE
802.16e and SOFDMA (Scalable Orthogonal Frequency Dinisailtiple Access) physical layer. In particular, the
WiMAX frame structure, the notion of radio resources (slatise access technique, and th&etient Modulation and
Coding Schemes (MCS) are presented. Finally we also intethe diferent scheduling policies considered in this
work.



2.1. WIMAX Standard

The PHY layer of WIMAX is based on OFDMA. OFDM splits the awadile spectrum into a number of parallel
orthogonal narrowband subcarriers, grouped into mulplechannels. Radio resources are thus available in terms
of OFDM symbols (time domain) and subchannels (frequenceyain) providing a time-frequency multiple access
technique [18]. In IEEE 802.16¢€, possible system bandwidthk 20, 10, 5 and 1.25 MHz with associated FFT (Fast
Fourier Transform) sizes of 2048, 1024, 512 and 128 respgtil]. The total number of subchannels depends on
the subcarrier permutation, i.e., the way subcarriers evepgd together. Two main methods mentioned in [1] are:
distributed and adjacent subcarrier permutations. Fafesf subchannels (FUSC) and Partial usage of subchan-
nels (PUSC) are examples of distributed permutations, tddey advantage of channel diversity among subchannels.
Adaptive modulation and coding (AMC) is a type of adjacentpgtation, it allows an opportunistic use of the chan-
nel.

IEEE 802.16€ has specified time division duplex (TDD) as ekipg technique. The ratio of downlink (DL) to
uplink (UL) has been left open in the standard. WiMAX Foruns Ispecified a duration of TDD frame of 5 ms [3].
An example of a WIMAX TDD frame is shown in Fig. 1. It has a tweetitional structure with horizontal and vertical
axes showing the time and frequency domain respectivelflotisthe smallest unit of resource in a frame which
occupies space both in time and frequency domain. A burstét af slots using the same MCS. The total number
of slots in the frame depends on the subcarrier permutatigthod. For numerical applications, we focus on PUSC,
although our model is valid for any permutation scheme. Nuwmeever that a slot always carries 48 subcarriers
whatever the type of used subcarrier permutation. In the Bi-feame, a first part contains a Preamble, a Frame
Control Header (FCH), a UIMAP and a DLMAP. The preamble is used for synchronization. The FCH plewi
length and encoding of two MAP messages and informationtalmable subchannels. Finally, in the MAP messages
reside the data mapping for users. Their sizes depend onuthber of scheduled users in the frame.

One of the important features of IEEE 802.16¢ is link adégtatusing diferent MCS enables a dynamic adap-
tation of the transmission to the radio conditions. As thenber of data subcarriers per slot is the same for all
permutation schemes, the number of bits carried by a slat fpven MCS is constant. The choice of the right MCS
is done for each mobile wishing to transmit (i.e., active if@taccording to its signal to interference plus noiseorati
(SINR). However, note that when the SINR is too low, no data loa transmitted without error. This situation is
calledoutage

At last, let us highlight that WIMAX networks are to carry abrts of applications. To answer the various QoS
needs of these applications, several service classes leavedefined in the WIMAX standard ranging from high
QoS-guaranteed classes supporting real-time applicatiooa best #ort class mostly for WEB services. In this study,
we only consider tréic from the best #ort service class. How to integrate the other service ctasdge the model
we provide here will be addressed in future works.

2.2. Scheduling Policies

The scheduling algorithm is responsible for allocating thadio resources of every frame to active users. In
wireless networks, scheduling may take into account ttaeiiorlink quality. No scheduling policy is recommend by
the WIMAX standard so, in this work, we consider four gensgbemes.

First we consider threéull-capacity policies which aim at sharing the whole resource, i.e., lalissof each
frame, among the active users: 1) thlet sharing fairnesscheduling equally divides slots between active users,
regardless of their radio conditions, 2) ttleoughput fairnesscheduling ensures that all active users achieve the
same instantaneous throughput, and 3)agheortunisticscheduling gives all the resources to the active users tth t
best channel conditions (i.e., the best MCS).

Then we consider tarottling scheduling policy which aims at limiting the attained thgbput of each active user
to a value calledMSTR(Maximum Sustained Tfiec Ratg. As opposed to the former set of policies, if there are still
resources left in the frame after ensuring that each actee attains his maximum throughput, these resources go
unused.

2.3. Notations
Let us now define the notations concerning the WiMAX systeadun this article:
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e Ns is the total number of slots available for data transmisgiothe downlink part of the TDD frame. As
mentioned before\s depends on the system bandwidth, the frame duration, th&Dtatio, the permutation
scheme and the overhead.

e Tg is the duration of one TDD framé&r = 5 ms.

¢ Radio channel states are denoM@ Sy, 0 < k < K, whereK is the number of MCS. By extension, we denote
MCSg the outage state.

e my is the number of bits transmitted per slot by a mobile ud#@Sy. Let us recall that the bit rate per slot is
independent of the permutation method and is thus consiaatdiven MCS. For the particular case of outage,
my = 0.

3. WIMAX Generic Analytical Model

In this section, we develop a generic analytical model abkctount for any scheduling policy. Then, in the two
following sections, we will see how to adapt this generic elather to any of the full-capacity policies (Section 4)
or to the throttling policy (Section 5).

3.1. Modeling Assumptions

We consider a single WiMAX cell handling datafiiia belonging only to the besttert service class of WiMAX.
This study targets the analysis of the bottleneck, i.e rabe link, and focuses on the downlink part which is assumed
to be a critical resource in asymmetric datdtica However, nothing prevents using the model to charaeéhe
uplink part.

The development of our analytical model stands on sevesalnagtions related either to the system, the channel
or the trdfic. All of them will be discussed in Section 3.3, and, as willdb®wn in that section, most of them can be
relaxed, if necessary, by slightly modifying the basic mode

3.1.1. System assumptions

1. The size of the DLIMAP and UL MAP parts of the TDD frame is assumed to be constant and imuiizoe:
of the number of concurrent active mobiles. As a consequeheetotal number of slots available for data
transmission in the downlink part is constant and edNsal

2. We assume that the number of mobiles that can simultahelesn active transfer is not limited. As a conse-
quence, any connection demand will be accepted and no blpckin occur.

3. We consider that each mobile has unlimited transmissagadties. So, at any given time, if there is only one
active user, he can use all the available slots of the framiei$dransfer if allowed by the scheduler.

3.1.2. Channel assumption
4. The coding scheme used by a given mobile can change veny béicause of the high variability of the radio
link quality. We assume that each mobile sends a feedbacinehastimation on a frame by frame basis, and
thus, the base station can change its coding scheme at eaeng.f Since we do not make any distinction
between users and consider all mobiles as statisticalhtichd, we associate a probabilipg with each coding
schemeMCSy, and assume that, at each time-sigpany mobile has a probability, to useMCSy (including
outage).

3.1.3. Trgfic assumptions
5. All the users have the samefita characteristics. This assumption is relaxed in Sectioméraswe propose
multi-profile trafic extensions of the model.
6. We do not take handover into account.
7. We assume that there is a fixed numNesf mobiles sharing the available bandwidth of the cell.



8. As we only consider the bedffert service class of WIMAX, each of the mobiles is assumed to generate an
infinite length ONOFF elastic tr&ic. An ON period corresponds to the download of an element, (@ . geb
page including all the embedded objects). The downloadimgtibn depends on the system load and the radio
link quality, so ON periods must be characterized by theie sAn OFF period corresponds to the reading time
of the last downloaded element, and is independent of themsytbad. As opposed to ON, OFF periods are
characterized by their duration.

9. We assume that both ON sizes and OFF durations are exjmlhedistributed. We denote by,, the average
size of ON data volumes (in bits) amg}; the average duration of OFF periods (in seconds).

In short, we assume that users are generating infinite-length @NFF best #ort traffic with the same tiiéic
profile (Xon’ toff)-

3.2. Generic Analytical Model

3.2.1. Model description

A first attempt for modeling this system would be to developutigimensional Continuous Time Markov Chain
(CTMC). A state (o, ..., Nk) of this chain would be a precise description of each cumentbem, of mobiles using
coding schem®ICSy, 0 < k < K (i.e., including outage). The derivation of the transif@i such a model is an easy
task. However the complexity of the resolution of this madekes it intractable for any realistic valuekf

In order to work around this complexity problem, we aggreghe state description of the system into a single
dimensionn, representing the total number of concurrent active mebpilegardless of the coding scheme they use.
The resulting CTMC is thus made bf + 1 states as shown in Fig 2.

e A transition out of a generic stateto staten + 1 occurs when a mobile in OFF period initiate a data transfer.
This “arrival” transition corresponds to one mobile amohg (N — n) in OFF period, ending its reading, and is
performed with a rateN — n)A, where is defined as the inverse of the average reading time:

1
A==, Q)
toff

e A transition out of a generic stateto staten — 1 occurs when a mobile in ON period completes its transfer.
This “departure” transition is performed with a generi@yain) corresponding to the total departure rate when
n mobiles are active.

Obviously, the main diiculty of the model resides in estimating the aggregate dieqgarateg.(n) that strongly
depend on the chosen scheduling policy. This will be donedictiBns 4 and 5, for the four generic policies we
consider in this paper.

3.2.2. Performance parameters
Provided that the departure rajgs) can be conveniently estimated, the steady-state pratiedit(n) can easily
be derived from the birth-and-death structure of the Maritasin as:

() = (]—[ W)N(O), )
i=1

wherern(0) is obtained by normalization.
The performance parameters of this system can be derivetitire steady-state probabilities as follows.

The average number of active us€rss expressed as:

N
Q= Z nz(n). (3)
n=1



D, the mean number of departures (i.e., mobiles completieig ttansfer) by unit of time, is obtained as:

N
D= u(n)(n). (@)
n=1
From Little’s law, we thus derive the average duratigyof an ON period (duration of an active transfer):
=2 (5)
and finally compute the average throughﬁmbtained by each mobile in active transfer as:
X = Zon (6)

—+

on

Lastly, we can derive the average utilizatibnof the TDD frame. However the expression of this parameter
strongly depends on the considered policy (see Sectiond 8)an

3.3. Discussion of the Modeling Assumptions

Our Markovian model is based on the system, radio channefraffi¢ assumptions presented in Section 3.1. We
now discuss these assumptions one by one (item numberdatezr® the corresponding assumptions), evaluate their
accuracy, and provide, if possible, extensions and gdnatian propositions.

1. As described in Section 2, DMAP and UL MAP are located in the downlink part of the TDD frame. They
contain the information elements that allow mobiles to tifgrnhe slots to be used. The sizes of these MAPs,
and as a consequence the numierof available slots for downlink data transmissions, depamthe number
of mobiles scheduled in the TDD frame. In order to relax aggtion 1, we can express the number of data slots,
Ns(n), as a function of, the number of active users. This dependency can easilytegrated into the model
by replacingNs by Ns(n) (andNg by [T, Ns(i)) in the expressions of the departure rai€s), of the steady
states probabilities(n) and of the average utilisation ratid (relations (7, 28) for the full-capacity policies or
relations (35, 36, 38) for the throttling policy).

2. In order to consider the possibility of an admission aalnt limit nyax 0N the total number of mobiles allowed
to be in active transfer simultaneously, can easily be thiced in the model. The corresponding Markov chain
shown in Fig. 2, indeed, has just to be truncated to thisilmgistate (i.e., the last state becomes mjag N)).

As a result, a blocking can now occur when a new transfer ddraaives and the limit is reached. The blocking
probability can easily be derived from the Markov chain [6].

3. In some cellular networks (e.g., GPESGE), the mobiles have limited transmission capabiliiesause of
hardware considerations. This constraint defines a maxithuvoughput the network interface can reach or a
maximum number of resource units that can be used by the esolfluch limitations add a slight complexity
in the model development as one single mobile may only ugeigeli number of slots. This characteristic has
been introduced in the case of (E)GPRS networks [6, 22] andeapplied to WIMAX networks by simply
modifying the departure rates of the first states of the Madtwin (e.g., ifd is the maximum number of slots
a mobile can use, repladds by min(nd, Ns) in the same relations as those listed in point 1).

4. The radio channel may be highly variable (i.e., condg&ichange from one frame to another) or it may vary
with some memory (i.e., conditions are maintained duringialper of frames). Our analytical model only
depends upon the stationary probabilities of using tikeint coding schemes and thus does not explicitly
take into account the radio channel dynamics. This apprisaaithenticated through simulations in Section 7.

5. All mobiles in the considered system have statisticdlly $ame tréic characteristics. As stated before, this
assumption is relaxed in Section 6 were multi-profiléficaextensions are provided for both kinds of scheduling
policies.

6. As our main concern is dimensioning, we do not take handione account and consider the fixed mobile
population in a stationary manner. However, mobilifieets are indirectly taken into account in the channel
model by means of radio conditions variation.
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7. Poisson processes are commonly used in the case of a lapg&afion of users, assuming independence be-
tween the arrivals and the current population of the systd@mwe focus on the performance of a single cell
system, the potential population of users is relativelylsnTde higher the number of on-going data connec-
tions, the less likely the arrival of new ones. Poisson mees are thus a non-relevant choice for our model.
In addition, the finite population assumption is used tyihycr network planning when geo-marketing data
allows predicting the active mobile population that will &erved by the cell (for a network in service,ffia
statistics can also provide estimates of this populatibiote however that if the Poisson assumption has to be
made for connection demand arrivals, one can directly ipalé arrival rates of the Markov chain (i.e., replace
the state-dependent ratéé £ n)A by some constant value, and limit the number of states of tagk& chain
as explained above in point 2).

8. Each mobile is supposed to generate an infinite lengtfOPRN session tféic. In the context of (E)GPRS
networks, we have studied similar processor sharing sys{énb], and provided extensions to finite length
sessions, where each mobile generates ayOPR trdfic during a session and does not generate arigcra
during an inter-session. We have shown in [7] that a very rnansformation of the tfc characteristics
that increases the OFF periods by a portion of the interig@g®riod, enables us to transform the resulting bi-
dimensional model into a linear Erlang-like model, withywgood accuracy. The accuracy of this transforma-
tion is related to the insensibility of the average perfanoeaparameters with regards to theficadistributions,
that comes from the processor sharing policy (see the néxt)pédn equivalent transformation can be applied
to the WiIMAX model developed here. However, because of tieeifipity of the scheduling policy in WIMAX
networks, the system is no longer processor sharing. Eyénsbme cases, it can be considered as a general-
ized processor sharing system, we were not able to provéhhatansformation (from finite-length to infinite
length sessions) is exact, but several experiments havensithat it is at least a very good approximation.

9. Memoryless tréiic distributions are strong assumptions that have beenataticby several theoretical results.
Several works on insensitivity (see, e.g., [9, 11, 17]) hslvewn (for systems fairly similar to the one we are
studying) that the average performance parameters anesitige to the distribution of ON and OFF periods.
In Section 7, we present a comparison of the system perfarenahtained by simulation for several ftia
distributions (exponential and Pareto), and our analytiwadel. These results tend to prove that insensitivity
still holds or is at least a good approximation. Thus, meness/distributions are the most convenient choices
to model the tréic.

4. Full-capacity Policy Modeling

In this section we adapt the generic model presented in@e8tiby providing the expressions of the aggregated
departure rateg(n) in the case of a full-capacity policy. The resulting modas theen presented in [8].

4.1. Full-capacity Policy

A full-capacity policy, as specified in Section 2.2, is a stiilang policy that aims at always sharing the whole
resource between the users. So, as long as there is at leasttore mobile (i.e., a mobile currently in active trankfer
that is not in outage, all the slots of the current frame avergto this user and no resources go unused.

In this study, we consider three full-capacity policiesesponding to three specific scheduling schemes:

e The slot sharing fairness policy equally shares all slotsagch frame between the active users that are not in out-
age. Obviously, since users with better MCS make betterafdbgse slots, they achieve greater instantaneous
throughputs.

e The instantaneous throughput fairness policy divides éiseurce in order to provide the same instantaneous
throughput to all active users not in outage. This policgwa#i mobiles using at a given time-step a MCS with
a low bit rate, to obtain proportionally more slots than nebusing a MCS with a high bit rate.

e The opportunistic policy gives all the resources to actisers having the highest transmission bit rate, i.e., the
best MCS. This policy ensures the mofit@ent use of each frame at the cost of unfairness betweerstrs.u



Itis of importance to note that the two last policies cormgpto two opposite borderline cases. Indeed, while the
instantaneous throughput fairness policy totally favaiskess between the active mobiles over fiitient use of the
ressource, the opportunistic policy does the exact oppoBihally, the slot sharing policy can be seen as a trdfle-o
between these two policies.

4.2. Departure Rates
To accurately estimate the average departure [gtgf this model, we first express them as follows:

pn) = ———, ()

wherem(n) is the average number of transmitted bits per slot wherethsn concurrent active transfers. Obviously,
m(n) depends orK the number of MCS, angy, 0 < k < K, the MCS vector probabilitym(n) is also strongly
dependent on, because the average number of bits per slot must be edtitmatonsidering all possible distributions
of the n mobiles between thK + 1 possible coding schemes (including outage). Finatly) also depends on the
scheduling policy, as the policy decides on the numbersoté gfiven to each mobile with regard to the coding scheme
they use.

4.2.1. Generic Average Bit Rates

In order to illustrate the derivation of the generic avenagabers of bits per slat(n), we first consider a situation
with 2 active mobiles (denoted M1 and M2) in a system with 2 MES= 2) and no outage, and develop the expression
of m(2). MCS; is used with a probability; and allows to transfem, bits per slot.MCS; is used with a probability
p> and allows to transfem, bits per slot. We denote by(n, n,) the average number of bits per slot in the TDD frame
for one particular configuration having mobiles usingICS; andn, mobiles usingMCS; (n; + n, = 2). There are
3 possible configurations:

e the 2 mobiles uselICS; and thus none us@dCS,. This configuration occurs with a probabilips p;. What-
ever the scheduling policy, the corresponding average ruwftbits per slom(2, 0) is obviously:

m(2,0) = my; (8)

e the 2 mobiles us®ICS; and thus none usédCS;. Similarly, with a probabilityp, p,, we have:
m(0, 2) = my; 9)

e 1 mobile useMCS; and the other usedCS,. This configuration can correspond to 2 distinct distribog of
the 2 mobiles: M1 useMCS; and M2 useMCS,, or M1 usesMCS, and M2 usesMCS;. The associated
probability is 201 p2, as both distributions have equal probabilities. The ampoading average number of bits
per slotm(1, 1) can thus be expressed as:

m(1, 1) = myxi(1, 1) + mpxa(L, 1), (10)

wherexy(1, 1) is the proportion of the resource that is associated taleobsingMCSy, which is determined
by the scheduling policy.

We finally express the average number of bits per slot whee i@ 2 active mobiles in the system as:

2
m(2)= > M, 2-m) ( 2) PP ™, (11)

=0 nl

Where(nzl) is a binomial co#ficient that gives the number of distributions corresponding same configuration (with
n; mobiles usingICS; and 2— n; mobiles usingMCSy,).
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As a generalization, one can convince oneself easily tieaditbrage number of bits per sloi(n), when there are
n active users, is expressed as follows:

K
m(n) = > m(No, ... nK)( )[]_[ n k], (12)

(no, ..., nk) = (0, ..., 0)] k=0
Np+..+Nk=n

Np #nN
with
K
m(no, ..., NK) = Z my Nk X(No, ..., Nk ), (13)
k=1
where(, " ) is the multinomial cofficient andxk(no, ..., Nk) is the proportion of resource given to one mobile

using MCSK,K when the current distribution of themobiles among th& + 1 coding schemes (including outage) is
(no, ..., k). Let us emphasize that this expression haXr) complexity, whereK, the number of dferent coding
schemes, is usually low. Section 4.2.3 will show that thimptexity can be drastically reduced without any significant
impact on the accuracy of the(n) values.

4.2.2. Specific Policies
We now present the model adaptation to thre®edént full-capacity scheduling policies. For each of themn w
provide closed-form expressions for the average numbesgsoper slotm(n).

Slot sharing fairness
With the slot fairness policy, at each time-step the schexdrdually shares thés slots among the active users that
are not in outage. As a result, if we consider a particularitigion (no, ..., nk) of the n active usersr( = Zfzo ny),
each of then — ng users not in outage receives an equal portion of the whoteires. The proportior(no, ..., Nk) of
the resource granted to a mobile usM@ Sy, is thus given by:
1

XMoo 1) {n_—no if k# 0andn#ng
0""? K =

0 else (14)

By replacing these proportions in generic expression (t2)average number of bits per sloin), when there
aren active users, becomes:

L Y N man| [ %) (15)

It is of interest to note that the expression of the averagehaus of bits per slot can be greatly simplified if
we don’t consider outage. Indeed, in that case, an activalenoan always receive data. So, the proportion of
the resource that is associated to mobiles usiti@S, is then constant for any and for any possible distribution
(ny, ..., nk) of then mobiles among th& coding schemes, and equ%lsThese constant proportions when replaced in
generic expression (12) lead, after a few simplificationshé drastically simplified expression:

K
m(n) = > mp = m (16)
k=1

This nice and very simple expression shows us that, wher thero outage, the average numbers of bits per slot
m(n) and, as a consequence, the average departure rates of th@,@fe constant. As a result, in this special case
(i.e., slot sharing fairness policy and no possible outage)model becomes equivalent to the well-known Engset
model [15].

10



Instantaneous throughput fairness

The objective of the instantaneous throughput fairnessy to ensure that all active mobiles not in outage get
the same instantaneous throughput. If an active mobilegusiding schem&C Sy obtains a proportiony(no, ..., Nk)
of the resource, its resulting instantaneous throughplib&iproportional tanxk(no, ..., Nk). As a consequence, in
order to respect instantaneous throughput fairness betaa®&e users not in outage, tkgno, ..., Nx) must be such
that:

MkXk(No, ..., Nk) = C fork # 0, a7
whereC is a constant such thétszl NkXk(No, ..., Nk) = 1, thus:

1

" .
Nk

k=1 Mk

C= (18)

By replacing the proportions(no, ..., Nk) in generic expression (12), the average number of bitslpgms(n), when
there aren active users, becomes:

3 k=0 ' K
) = Z . , (19)
(Mo, .. k) = (0, ..., 0)| Z LS
No+..+Nk =N
° No # r:( k=1 nl(

Unlike the previous scheduling scheme, here there is ndfisigint simplification of the formula when we rule out
the possibility of outage.

Opportunistic scheduling

Finally, we study the case of the opportunistic policy. Withloss of generality, we assume, in this section, that
the coding schemes are classified in increasing onmgr« m; < ... < mg. And even if it is still possible to derive
the average numbers of bits per slot from generic expre$dnwe prefer to give here a more intuitive, yet strictly
equivalent, derivation.

We consider a system with current active mobiles. We denote by(n) the probability of having at least one
active user (among) usingMCS; and none using a MCS enabling a higher transmission rateNi@S; with j > i).
As a matter of facty;(n) corresponds to the probability that the scheduler grarasgéven time-step all the resource
to the mobiles that uskICS;. As a consequence, we can express the average number aébéistovhen there amre
active users as:

K
m(n) = ) ei(nm. (20)
=]

In order to calculate the;(n), we first expresp.i(n), the probability that there is no mobile using a MCS higimant

MCS;:
K

n
() =(1- )" p)). (21)
j=i+1
Then, we calculate-;(n), the probability that there is at least one mobile usi@S; provided that there is no mobile
using a better MCS:
n
pa(n) = 1- (1— i) . 22)

>
=0
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ai(n) can thus be expressed as:
ai(n) = p=i(n) p=i(n). (23)

Lastly, let us note that there is no change in the previoussssons whether we consider the possibility of outage
or not. (In the latter, settingy = 0 is suficient to obtain the desirau(n).)

4.2.3. Analytical asymptotic study

In the derivation of the average numbers of bits per slot, are abserve the asymptotic behaviors of thi@)
functions. Fig. 3 shows the evolutionw{n) whennincreases for the three studied scheduling policies. Weaaotioe
that the three resulting functioms(n) rapidly tend to diferent asymptotes as the number of active users, increases.
We thus derive in the following subsections the analytigaressions of these asymptotes for each scheduling policy.
Note that one can benefit from these quick asymptotical bergto avoid the calculation of tha(n) for large values
of n (e.g., by replacing, after a threshold, the exact value bycthresponding asymptote value).

Slot fairness asymptote

As the number of active users grows, the proportion of mshikngMCSy tends topy. If we denote byng the
number of such mobiles, when— o, we haveNy ~ pxn. In the case of slot fairness scheduling, the resource is
equally shared between the- Np mobiles that are not in outage. The limiting value of the agernumber of bits per
slot is thus given by:

K
I . N -
m(oo)zrlmm(n)zrlmg mkn_k =kt . (24)
k=1

No 1-po

Throughput fairness asymptote

We now detail the asymptote corresponding to the instantatroughput fairness policy. Again, the number of
mobiles usingMCSy, whenn — oo, is Nx ~ px . Every such mobile obtains a proportignof the resource such that
YK Nkxc = 1. In order to respect the fairness of the scheduling pdiiese proportions must satisfy the following
relation:

mxx = C = " for anyk # 0. (25)

Nk
2im

Note that mobiles in outage do not use any resource (andxhusQ). By combining these relations, we obtain the
expression of the asymptote value:

1-

18

k
m(eo) = fim () = fim > mNex = (26)
k=1

I
-

M=
3z

Opportunistic scheduling asymptote

The asymptote value ah(n) for opportunistic scheduling simply corresponds to thghbst bit rate per slot
(obtained with the best coding scheme). Indeed, as the nuofilaetive users increases, the probability of having at
least one mobile using the best MCS tends to 1. Thus, we have:

m(co) = lim m(n) = mx. (27)
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4.3. Performance parameters

From the expression of the full-capacity departure rat@g (equation (7)), we now obtain the steady-states
probabilitiesz(n) as follows:

n(n) = 7(0), (28)

(N=mi
Ng [ ] ma)

N! Tep
n

1
where
p=Zon (29)

andn(0) is obtained by normalization.
The performance parameters are derived from the steatlygsbabilities as shown in Section 3.2.2. For exam-
ple, the average throughpXtobtained by each mobile in active transfer can be expressed a

Xzt (30)

The average utilizatioty of the TDD frame is obtained by weighting each statey the probability that there is

at least one active mobile not in outage:
N

U= a1~ pp). (31)
n=1
Finally, it is very important to note that the steady-statebabilitiess(n) of this model, as well as all the perfor-
mance parameters, only depend on théitrgrofile (Xon, tof ) through the single paramete(given by relation (29)),
playing a role equivalent to the “tfiec intensity” of Erlang laws [15]. Indeed, the paramete(®) that appear in
relations (28) and (30) do not depend on théfitgparameters,, andtyy.

5. Throttling Policy Modeling

We now propose to adjust the generic model presented indBe®tio take into account the throttling policy [14].

5.1. Throttling Policy

As stated in Section 2.2, a throttling policy is a schedufinticy that aims at limiting the instantaneous throughput
of each active mobile to a value call®liS TR(Maximum Sustained Tfiec Ratg. As a result, the tréic profile of a
mobile must now be characterized by three paramet®S: TR Xon, tof 1)

The MS T Rregulates the maximum allowed peak rate of a connection. agh drame, the scheduler tries to
allocate the right number of slots to each active mobile @reoto achieve itd1S TR If a mobile is in outage it does
not receive any slot and its throughput is degraded. If avargiime the total number of slotsl§) is not enough to
satisfy theMS T Rof all active users (not in outage), they all see their thiguuds equally degraded. Lastly, if on the
opposite there are more resources than needed, these imgsais go unused.

5.2. Departure Rates

In order to estimate the average departure ratey corresponding to the throttling policy, we first define the
following quantities.
To compensate the losses due to outage, we consider askigadter instantaneous bitrate than M8 TR the

Delivered BitRateDBR:
MSTR

1-po’
13

DBR=

(32)



A mobile usingMC Sy needs a mean number gy slots per frame to reach iBBR

_  DBRTE
= ) 33
Ok - (33)
Obviously, since no slots are allocated to a mobile in outgge 0.

From this, we then deduag the average number of slots per frame needed by a mobilgandts MS TR

K
g= ) Pk (34)
k=1

Knowing g, we can now express the departure ratgs as follows:

Ns  MSTR
max(ng,Ns) = Xon

u(n) = (35)

The last part of this expressioﬁﬁian) corresponds to the rate at which any of thactive mobiles completes its
transfer, assuming that there are always enough availkitées the frames to satisfy tHdS TR The first part of this
expression %) represents the ratio of the global departure rate achibyatlen concurrent active transfers.
Indeed, when there areactive mobiles, they neet slots in average to obtain the#S TR If Ns > ng, they can all
receive theirMS T Rand the ratio is 1. However, Nls < ng, there are not enough resources to satisfy the demands
and, as a result, the mobiles only get a portfgrof their MSTR

Finally, note that as opposed to the full-capacity policiee do not need to investigate the asymptotic behavior
of the departure rategn) since they become constant as soon as ntakis) = ng.

5.3. Performance Parameters

By introducing the departure ratef) (relation (35)) in generic expression (28), we can comghesteady-state
probabilitiest(n) as:
N! o"
N —n)! n
L L.
|} max(ig. Ns)

n(n) = 7(0), (36)

where _
Xon

== 37
P torf MSTR (37)

andrn(0) is obtained by normalization.
We derive the performance parameters from the steadystalb@bilities as shown in Section 3.2.2. Finally, the

average utilizatiotJ of the TDD frame, is expressed as the weighted sum of thesrbBtween the mean number of
slots needed by themobiles to reach theiMS T Rand the mean number of slots they really obtain:

N
- ng
V= 2 marg " o

On a last note, let us highlight that when nfabg, Ns) = Ns, the resources of the system are alwayicent
to grant a mobile itdISTR even if all theN mobiles of the cell are in active transfer. As a result, bylaeipg
max(Ng, Ns) by Ns in the expression of the departure rafe) (relation (35)), we obtain that the average throughput
of an active mobile (relation (30)) becom¥s= MSTR

6. Multi-profile tra ffic Extensions

In this section, we provide non-trivial multi-profile tfec extensions for both kinds of scheduling policies (first, fo
the full-capacity policies, then, for the throttling poljc As a consequence, we now consider that the users aredivid
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into R classes of triic, each one having a specificftia profile (xgn,t‘g”), r =1,..., R (traffic profile and tréic class

are equally used in the rest of the paper). Each mobile of engilass thus generates an infinite-length @NFF
traffic, alternating between downloading (ON) periods charaetdrby an average size &f, bits, and reading time
(OFF) periods characterized by an average duratict_[;lfpfseconds. Besides, we assume that there is a fixed number
N; of mobiles belonging to each class in the cell, and that ragliiinnot change class. As a result, we now consider a
total numbeN = Y%, N, of mobiles with diferent trdfic characteristics sharing the available bandwidth of ttie ce
Finally, we assume that all mobiles (whatever their claasktihe same memoryless channel model (see Section 3.1).

6.1. Full-capacity Policy

We first propose a multi-profile tfidc extension for the full-capacity models developed in $&cdi as introduced
in [13].

6.1.1. Equivalent multi-class closed queueing model

We saw in Section 4.3 that, when considering a full-capgoitjcy, the steady-state probabilitiegn), as well
as all the performance parameters only depend on tffectpaofile (Xon, tof 1) through a single aggregated parameter
p= ;;ij (relation (29)). The key assumption of this multi-profilefic extension is to suppose that all the performance
parameters of the resulting multi-class model are stilletelent of the tridic profiles through a set of aggregated
parameterg, given by:

Pl

n (39)
ff

pPr =

—

o=

As a consequence, we can transform any citgzsfile (xTon,t_gff) into an equivalent profilexgn, t_'fm), such that
Jon = f';". By doing so for each class, we transform the original systeman equivalent system where all classes
of f

Vot
of traffic have the same average ON siggand diferent average OFF duratiott$;.

With this transformation, the equivalent system can berilesd as a mutli-class closed queueing network with
two stations (see Fig. 4):

1. An IS (Infinite Serve) station that models the mobiles in OFF periods. This statas class-dependent service

rates: 1
A= =—; (40)
t of f
2. A PS Processor Sharingstation that models the active mobiles. This station hasseindependent service
ratesu(n) that in turn depend on the total number active mobiles (ed®ttheir classes).

It is important to emphasize that, as all classes of the afprit system possess the same downloading requirement
(i.e., the same,), the way their requests are served by the system is indepénd their class, and only depends
on the total numben of concurrent active mobiles and their radio conditions.u§,ithe expressions of the state-
dependent ratggn) of station 2 are exactly the same as those derived for therpoufile tradfic model in Section 4.
However, this multi-profile tréiic extension remains a multi-class queueing network duestthihking times of each
classes being tferent.

6.1.2. Performance parameters
A direct extension of the BCMP theorem [4] for stations withte-dependent rates can now be applied to this

closed queueing network. The population vector is denqte_\d)l B (N, ..., Nr). The detailed steady-state probabilities
are expressed as follows:

1
7(W) = n(M. M) = 5 () Fo(T). (41)
wheren; = (N1, ..., NiR), Nir being the number of clagsmobiles present in statidn

1 1
Nya!...ngr! ()M (AR)™R ’
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ny! 1

fo(M3) = 4
2(“2) Nop!...noRr! 2 ’ ( 3)
[ Ju
=1
n; is the total number of mobiles (of all classes) in stafion
R
ni = Z Nir, (44)
r=1
andG, is a normalization constant:
G= > H@)hLm) (45)

n+m=N

All the performance parameters of interest can be derivad the steady-state probabilities as follows.

We denote byD, the average number of classustomers departing from station 2 by unit of time, i.e. @herage
number of class-mobiles completing their download by unit of tim@, can be expressed as:

D= > w(®)x(.m), (46)
m+m=N

wherey, (M) is the departure rate of the clasgaobiles when there ai active mobiles:

— Ny fﬁ(nz) NS
n)=— ———. 47
i) = - ST (47)
The average number of customers of clagsstation 2, i.e., the average number of classtive mobiles, denoted
by Q, is given by:

G- Y, mamm “)
m+m=N

The average download duration of classiobiles,tT,, is none other than the average sojourn time of ctass-

customers in station 2, and is obtained from Little law:

o

5 (49)

o
ton =

_ Knowingtg,, we express the average throughput obtained by customelassf during their transfer, denoted by
X, as:

_ v
X = Xon. (50)

Finally, we can compute the utilization of the TDD frame byigi#ing each state (where station 2 is not empty)
by the probability that there is at least one mobile not iraget(and thus that the total bandwidth of the cell is used):

U= >, #.m) - pp). (51)
m+m=N
m+0

wherepyg is the outage probability.

6.2. Throttling Policy

We now propose a multi-profile tfizc extension for the throttling model developed in Sectiors5eesented
in [14].
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6.2.1. Equivalent multi-class closed queueing model
The mobiles are still divided int® classes of trdic, although this time the tfiac profile of a given class-is

defined by MSTR, X, t{ ;) and its associated aggregated paramegtes now:

Xon
| E— 2
pr tMSTR (52)

In order to apply the same idea as in the full-capacity cagefimst transform any profileMS TR, )?O”,t_gff)

into an equivalent oneMSTRYon,t’_Lff) such thatt,,m",\jl“STR = t{m&gm' After this transformation, the mobiles of
the equivalent system have the same average ONkgizand the same maximum instantaneous througMSiT R
Thus, just like before, we can model this equivalent systemraulti-class closed queueing network with two stations:
an IS station with class-dependent service rateand a PS station with class independent but state-depeseteice
ratesu(n).

However, unlike for the previous extension, here we canirtettly use the same expression of the average de-
partureu(n) obtained in the mono-profile tiiic case (relation (35)). Indeed, if we look at the expressibthe
steady-state probabilities derived for the mono-profifit model (relation (36)), we can see that they not only
depend on the tfac profile through the aggregated parametebut also through the parametgithat represents
the average number of slots per frame needed by a mobile &nakt MS TR We thus propose to use fafn) an
expression very similar to relation (35):

Ns MSTR

M) = @ N on (53)

in which MS T Randx,,, are the common values of the equivalent multi-class profiledg(n) is the average number
of slots per frame needed Ioymobiles to obtain their maximum throughput.

In order to derive an expression fg(n) that takes into account theffiirent classes of tfiac, we first express
DBR, the actual bitrate needed by a mobile of clagsorder to reach itd1S T R (while compensating losses due to
outage):

MSTR

DBR = . 54
R=7- o (54)
We then defing,, the mean number of slots needed by a mobile of adlas®obtain itsMS TR:
K DBRT:
g = - . 55
O ; P (55)

Second, we estimate the probabilitiggn) that an active mobile belong to clasknowing thatn mobiles are
active (i.e.,n customers are in the PS station). These probabilities aieabwhemn = N:

a(N) = . (56)

since this means that all thil{, ..., Nr) mobiles are active. Whem= 1, we approximate them closely by:

NrPr
S Nip
as we know that for a given classthe probabilitya; (1) only increases with the number of mobiles belonging &t th

class,N;, and with the intensity of the tfiac they transmitp,. Knowing a;(1) anda,(N), we then suppose that the
ar(n) are a linear function of:

(1) = (57)

ar(n) = an+ b, (58)
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with

_ar(N) - ar(2) _ Ner(1) - ar(N)
a= N_1 andb = N_1 . (59)
Lastly, we express the average paramg(g) as:
R
g = > ner(n)gr. (60)
r=1

Note that thex,(n) probabilities can alternately be obtained by consideangulti-dimensional Markov chain
which statesr{, ..., ng) correspond to the detailed distribution of the currentvacimobiles of each class in the
system. From the numerical resolution of this chain we caiveléhe exact values of theg (n) probabilities. We have
checked on numerous examples that the exgel) probabilities are very well estimated by the linear appration
we propose above. In addition, the impact of this approxonat very limited as it only matters statasuch that
ng(n) < Ns (see relation (53)). Finally, it is important to emphashzatthe use of this approximation enables to avoid
the exponential complexity of solving a multi-dimensioN&rkov chain.

6.2.2. Performance parameters

Just like for the previous multi-profile tfizc extension, we apply the extension of the BCMP theorem [Ad, a
derive the steady-state probabilities and all the perfocaaparameters in the exact same way. Only the expressions
of the departure rates, (i) and of the utilization of the TDD fram&) must be adapted to the specificity of the
throttling policy and replaced by the following ones:

R Ns MSTR
r ng) = nr — 61
ur(N2) max(@(ﬁz’), Ns) 2 < (61)
and
>
0= ) w, ). (62)

= = N max(g(ﬁé)’ NS)

n1+ny

whereg(n) represents the mean number of slots needed famtlaetive mobiles to reach their respectMs TR:
R
o®) = > NaGr. (63)

Indeed, similarly to the mono-trafic throttling catkis expressed as the weighted sum of the ratios between the mea
number of slots needed by the active mobiles to reach M&ifT R and the mean number of slots they really obtain.

7. Validation and Robustness

In this section, we discuss the validation of our analytitaldels (for mono and multi-profile tfiac) through
extensive simulations. We also show their robustness whefranted to more complex tfitc and channel models.
For this purpose has been developed a simulator that implsmé& an ONOFF trafic generator and a wireless
channel for each user; ii) a centralized scheduler allogathdio resources, i.e., slots, to active users on a frame by
frame basis.

In a first phase, we validate the analytical models througtukitions. In thisvalidation study the analytical
models’ assumptions are reproduced in the simulator. Tagnagstions are related to schedulingflimand channel
models. This phase shows that describing the system by tinberof active users is a icient approximation to
obtain accurate dimensioning parameters. It also vakdidie analytical expressions of the average number of bits
per slotm(n) for full-capacity policies and the expression of departiates for the throttling scheme.
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In a second phase, thebustness studyve relax the analytical models’ assumptions by considgriore realistic
traffic and radio channel models. Through comparisons with simualaesults, we show how robust the analytical
model reacts towards these relaxations.

We now detail the simulation models before presenting te$al both studies.

7.1. Simulation Models

7.1.1. System Parameters

We consider a single WiMAX cell and study the downlink. Radésources are thus made of time-frequency
slots in the downlink TDD sub-frame (cf. Fig. 1). The numbéslots depends on the system bandwidth, the frame
duration, the downlinkuplink ratio, the subcarrier permutation (PUSC, FUSC, AM&)d the protocol overhead
(preamble, FCH, maps).

System bandwidth is assumed to be 10 MHz. The duration of &&ffame of WiIMAX is considered to be 5 ms
and the downlinfuplink ratio 23. For the sake of simplicity, we assume that the protocothmed is of fixed length
(2 symbols) although in reality it is a function of the numbéscheduled users. These parameters lead to a number
of data slots (excluding overhead) per TDD downlink sulvafgaofNs = 450.

7.1.2. Trgfic Parameters

In our analytical models, we consider an elastic/ONF trdfic. In the validation study, we assume that the ON
data volume and OFF period are exponentially distributed &ssthe case in the analytical models’ assumptions.
Although well adapted to reading period, the memorylespgnty does not always fit the reality of dataffra For
this reason, in the robustness study, we consider trun€ateto distribution to characterize ON data volume. Recall
that the mean value of the truncated Pareto distributioivengdoy:

Fon =~ [1- (/). (64

whereq is the shape parametéris the minimum value of Pareto variable agi the cutdf value for truncated Pareto
distribution. Two values ofj are considered: lower and higher. These have been takemdeeltimes and thousand
times the mean value respectively. During simulationspntlean value in both cases (higher and lower ffyiis the
same as the exponential distribution’s for the sake of cormpa. The value ofr = 1.2 has been adopted from [16].
The corresponding values of parameidor higher and lower cutd are calculated using relation (64).

The values of parameters considered in simulations arefgpecboth the mono and multi-profile tfiéc types
and are presented hereafter.

Mono-profile Trgfic. Mean values of ON data volume (main page and embedded obggt<OFF period (reading
time), considered in the validation study and robustnessysfw.r.t. trafic distribution) for both the conventional
and throttling schemes are respectively 3 Mb and 3 s. Thétlihgopolicy has one additional parameter, MSTR,
which value is taken as 512 or 2048 Kbps for validation puegosn the validation study, the behavior of the model
is also observed with a higher and a lower load (i.e., with @kd/olume of 1 Mb and 5 Mb). Tfiac parameters for
mono-profile tréfic type are summarized in Tab. 1.

Multi-profile Traffic. During a simulation cycle, the total number of usésjs partitioned among two classes (1 and
2), with equal number of users (i.&z) in each class. Users in a class share the sarfiectpaofile. Trdfic parameters
for full-capacity scheduling policies are summarized i.TA. Three dierent values oN (i.e., 4, 8 and 16) are
taken into account. Simulations consist of twenty cycleaffit profile of class 1 users is kept constant during all
simulation cycles. Trdic profile of class 2 users is changed from one simulation dpctee other. Twenty diierent
values ofxZ, result into twenty dferent multi-profile scenarios for a given number of totalrsse the system i.e.,
one multi-profile per simulation cycle. For all these mylitefiles, value ok}, is the same i.e., 1 Mb.

Traffic parameters for the throttling scheme’s validation arersanzed in Tab. 3. Each class is characterized by
particular values of MSTRX,, andt . Simulations are carried out for varying number of totalrase
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Table 1: Mono-profile triic parameters.

Parameter Value

Mean ON data volumeg, 3 Mb

Mean OFF duratioty 3s

MS T Rfor throttling scheme 5122048 Kbps
Pareto parameter 1.2

Pareto lower cutd g 300 Mb

Pareto higher cutbq 3000 Mb
Pareto parametdrfor lower cutdf | 712926 bits
Pareto parametérfor higher cutdf | 611822 bits

Table 2: Trdtic parameters for multi-profile tfidc and full-capacity scheduling policies.

Parameter Value
Number of users in the systel 4,8and 16
Mean ON data volumel, (class 1)| 1 Mb

Mean ON data volumeZ, (class 2)| 1,2,...,20 Mb
Mean OFF duratiot, (class 1) | 3's

Mean OFF duratioff,, (class2) | 3's

Table 3: Trdfic parameters for multi-profile tfidc and throttling scheme.

Parameter Value
Mean ON data volumeZ, (class 1)| 3 Mb
Mean ON data volumeZ, (class 2)| 3 Mb
Mean OFF duratioft (class 1) | 3's

Mean OFF duratioft?,  (class 2) | 6s

MSTR (class 1) 1024 Kbps
MSTR (class 2) 2048 Kbps
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7.1.3. Channel Models

The number of bits per slot a mobile is likely to receive dejsean the chosen MCS, which in turn depends on
its radio channel conditions. The choice of a MCS is basedIbiR$neasurements and SINR thresholds. Wireless
channel parameters are summarized in Tab. 4. Considered(M€8ding outage) and their respective number of
bits transmitted per slot are given.

Table 4: Channel parameters.

Channel state| MCS and | Bits per slot
{0, ...,K} outage my
0 Outage my=0
1 QPSK-12 m, = 48
2 QPSK-34 mp =72
3 16QAM-1/2 mg = 96
4 16QAM-3/4 my = 144

A generic method for describing the channel between the Siation and a mobile is to model the transitions
between MCS by a finite state Markov chain (FSMC). The chaidigsrete time and transitions occurs evéry
frames, withL T < teon (the mean coherence time of the channel). In our case, arlef@ake of simplicityl. = 1.
Such a FSMC is fully characterized by its transition maRix= (pij)o<i.j<k. Note that an additional state (state 0) is
introduced to take into account outage (SINR is below theémmim radio quality threshold). Stationary probabilities
px provide the long term probabilities for a mobile to receiegadwithMCSy.

In our analytical study, the channel model is assumed to beangdess, i.e., MCS are independently drawn from
frame to frame for each user, and the discrete distribu@ivien by the §;)o<i<k - This corresponds to the case where
pi; = p; for all i. This simple approach, referred mg&moryless channel moge considered in the validation study,
which exactly reproduces the assumptions of the analydtcaly. LetP(0) be the transition matrix associated to the
memoryless model.

In the robustness study, we introduce two additional chiamoelels with memory. In these models, the MCS of
a given mobile in a frame depends on the MCS it used in the puevframe according to the FSMC presented above.
The transition matrix is derived from the following equatio

Pr(a)=al+(1-aPr(0) O<a<l, (65)

wherel is the identity matrix ané is a measure of the channel memory. A mobile indeed maintEmMdCS for a
certain duration with meatyo, = 1/(1 — @). With a = 0, the transition process becomes memoryless. On the other
extreme, witha = 1, the transition process will have infinite memory and the3M@ll never change. For simulations,
we have take = 0.5, so that the channel is constant in average 2 frames. This igaconsistent with the coherence
time given in [24] for 45 Knfh at 25 GHz. We call the case where all mobiles have the same chamoag! with
memory @ = 0.5), average channel modelNote that the stationary probabilities of this model aesbme as those
of the memoryless model.

As the channel depends on the base station to mobile lirkkpiv$sible to refine the previous approach by consid-
ering a part of the mobiles to be under “bad” radio conditjargl the remainder under “good” ones. Bad and good
radio conditions are characterized bytdient stationary probabilities but have the same cohergémee In the so
calledcombined channel moddialf of the mobiles experience good radio conditions, tiheiohalf experiences bad
ones, ana is kept to 05 for both populations. The radio conditions are assigneddbiles in the beginning of simu-
lations and are not changed. For example, a mobile assigite@\Wwad channel state in the beginning of simulation,
will keep on changing its MCS with stationary probabilitiEfdad radio conditions till the end of simulation.

Channel stationary probabilities for three channel modeésgiven in Tab. 5. The respective MCS stationary
probabilities for good and bad radio conditions can be olethfor example by performing system level Monte Carlo
simulations and recording channel statistics close (gadércondition) or far (bad radio condition) from the base-
station. For the sake of comparison, all three channel nsdumle the same global MCS probabilities. In particular,
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Table 5: Stationary probabilities for three channel models.

Channel Memoryless Average Combined
model
good bad
50% mo- | 50% mo-
biles biles
a 0 0.5 0.5 0.5
Po 0.225 0.225 || 0.020 0.430
p1 0.110 0.110 || 0.040 0.180
P2 0.070 0.070 || 0.050 0.090
P3 0.125 0.125 || 0.140 0.110
Pa 0.470 0.470 || 0.750 0.190

those of the combined channel model are obtained by aveyatationary probabilities of good and bad radio condi-
tions.

7.2. Validation Study

In this study, the simulator takes into account the sam@drand channel assumptions as those of analytical
model. However, in the simulator, MCS of users are deterchoreper frame basis and scheduling is carried out in
real time, based on MCS at that instant. The analytical modehe other hand, considers stationary probabilities
of MCS only. Moreover, the simulator tracks the detailedustaf each user, while the analysis considers aggregate
states defined by the number of active users. Distributidi@Ndbdata volume and OFF period are exponential and
the memoryless channel model is considered.

7.2.1. Mono-profile Trgic

Fig. 5, 6 and 7 respectively show the average channel utdizgU), the average number of active use (
and the average instantaneous throughput per 0§efiof the three full-capacity scheduling policies: slot shg
fairness (designated as 'Slot fair’ in figures), throughfairmness ("X fair’) and opportunistic ('Opp’). It is cleahat
simulations and analytical results are in agreement. Thdrman relative error, in all cases, stays below 6% and
the average relative error is less than 1%. Note that acalytesults have been obtained instantaneously whereas
simulations have run for several days.

Fig. 8 further proves that our analytical model is a very gdedcription of the system: stationary probabilities
#(n) obtained by both the simulations and analysis are compawedidering a cell wittN = 50 mobiles. Again
results show a perfect match between the two methods withenage relative error staying always below 9%. This
means that not only average values of the output parametarbec evaluated but also higher moments with a high
accuracy.

At last, Fig. 10 shows the validation for threefdrent loads (1, 3 and 5 Mbps) and the slot fairness policy. Our
model shows a comparable accuracy for all three load camditivith a maximum relative error of about 5%. The
other scheduling schemes provide similar results.

The results of the validation study for throttling schema ba found in Fig. 11, 12, 13 and 9. The maximum
difference between model and simulation results in all casesiigifto be less than 2%.

7.2.2. Multi-profile Trgfic

The output parameters for the full-capacity schedulingcges are given in Fig. 14, 15 and 16. These parameters
are plotted for twenty dierent multi-profile scenarios. Thdfect of increasing the number of users in the system is
also exhibited. It is obvious from the curves depicted infiheres that the results of the analytical model are in good
agreement with those of simulations. Th&elience between the two is less than 3% in most of the caseessd |
than 5% in the worst case. _ _

If we study Fig. 15 in detail, it can be observed tbatand X, are not equal. We used the throughput fairness
scheduling policy and the mobiles are ndfelientiated in any way in the PS queue. Thus, a common idealvioaul
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that both throughputs should be the same which does not agifethe results of the figure. Thefterence between

X1 andX; is due to the fact that when a mobile belonging to class 1 etiterPS queue, its probability to find a given
number of mobiles already present in the queuefiedint than the one of a mobile of class 2. As such, the mobiles
of each class don’t get the exact same amount of resourceesoe it results in dierent throughputs.

Another important result that can be extracted from the égus that our model performs equally well under low,
medium and high load tfhc conditions. Finally the comparison results validate g &ssumption of our model, i.e.,
the fact that performance parameters only depend on tfie fpaofiles of the dierent classes through the aggregated
parameterg, given by relation (52). Indeed, if we consider the last pomitall curves, it corresponds to a class 2
traffic profile of (20 Mb, 3 s) in simulations, and transformed in &nalytical model into an equivalent ffie (1 Mb,
0.15s).

The output parameters for the throttling scheme have bestegdlin Fig. 17, 18 and 19. The results show that
the simulations and the analytical model provide similaules not only for the overall system performance but also
for each class (maximum fiierence is below 6%). As expected, users obtain their respedSTR at low load and
when load increases, they see their throughput propothjotegraded (Fig. 18).

7.3. Robustness Study

We now move to the robustness study, where assumptions reamgératic and channel models made in the
analytical models are relaxed in simulations. We preseht te results for mono-profile tfac, the slot fairness
scheduling and the throttling scheme. However, the refuitswulti-profile traffic and other full-capacity algorithms
were tested in-house and showed similar behaviors.

In order to check the robustness of the analytical modelitdsvine distribution of ON data volumes, simulations
are carried out with a truncated Pareto distribution (witlvér and higher cut). The results are shown in Fig. 20
for the slot fairness scheduling and in Fig. 21 for the thirggtscheme. The average relative error between analytical
and simulation results stays below 10% for all sets. It iarctbat considering a truncated Pareto distribution ht lit
influence on the design parameters. This is mainly due toatetfiat the distribution is truncated and is thus not
heavy tailed. But even with a high cifwvalue, the exponential distribution provides a very goggragimation.

Until now we have always considered the memoryless chanodeinThus, let us take into account twdtdrent
channel models such that transitions amorfiedeént MCS is characterized by a process with memoryatiezage
channel modelnd thecombined channel modelf we look at Fig. 22 for the slot fairness policy and at Fi@ 2
for the throttling scheme, it can be deduced that our aralytnodel shows considerable robustness even toward
complex wireless channels. The average relative errorlaw@é% for the slot fairness scheduling and below 10%
for the throttling policy. We can thus conclude that for desng a WiMAX network, channel information is almost
completely included in the stationary probabilities of MES.

8. Dimensioning

In this section, we provide examples to demonstrate pasajigplications of our models while considering a mono-
profile treffic scenario with the throughput fairness policy. Howevesuhs can be obtained in the same manner for
any other possible configuration (i.e., any mono or multfipe traffic scenario with any scheduling schemes) by
using the according model.

8.1. Performance graphs

To obtain performance graphes, we first draw 3-dimensianéses where performance parameters are function
of the parameters to dimension, e N, the number of users in the cell apdthe combination of tidic parameters
(o = t%"f' as described in Section 4.3). For each performance paggrtet surface is cut out into level lines and the
resulting 2-dimensional projections are drawn. The steywden level lines can be arbitrarily chosen.
The average radio resource utilization of the WiMAX délland the average throughput per ugéor any mobile
in the system are presented in Fig. 24 and 25 (correspondliting tmemoryless channel model presented in Table 5).
These graphs enable to directly derive any performancengeas knowing the tii@ic load profile, i.e., the couple
(N, p). Each graphis the result of several thousands of inputipeter sets. Obviously, any simulation tool or even any

multi-dimensional Markov chain requiring numerical ragan, would have precluded the drawing of such graphs.
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8.2. Dimensioning study

Here, we show how our model can be advantageously used fendioning issues. Two examples, each corre-
sponding to a certain QoS criterion, are given.

In Fig. 26 we find the minimum numb&t,i, of mobiles in the cell guaranteeing an average radio utibmeover
50%. This kind of criterion allows operators to maximize th#ization of network resource in regard to theftia
load of their customers. To obtain the optimal valueNadissociated with a number of slots and dticdoad (s, p),
we look for the point at the corresponding coordinates irgttagh. This point is located between two level lines, and
the one with the higher value gives the valueNaf.

The QoS criterion chosen as a second example is the throtugbpuser. We decided on 50 Kbps as the arbitrary
value of the minimum user throughput. Now, we want to find theimum numbeiNq .« Of users in the cell guaran-
teeing this minimum throughput threshold. In Fig. 27, a gipeint (Ns, p) is located between two level lines. The
line with the lower value giveBlyay.

The graphs of Fig. 27 and 26 can be jointly used to satisfyiplalQoS criteria. For example, if we have a
WiMAX cell configured to haveNs = 450 slots and a tfic profile given byp = 300 (e.g.,Xon = 1.2 Mb and
torf = 20 s), Fig. 26 givedmin = 55, and Fig. 27 giveBlna, = 200. The combination of these two results recommends
to have a number of usel$ € [55; 200] to guarantee a reasonable resource utilizatidnaanacceptable minimum
throughput to the users.

9. Conclusion

As deployment of WiIMAX networks is underway, need arisesdperators and manufacturers to develop di-
mensioning tools. In this paper, we have presented novéytezed models for elastic besti®rt traffic in WiMAX
networks. The models are able to derive Erlang-like peréoroe parameters such as throughput per user or channel
utilization. Based on a one-dimensional Markov chain areddérivation of average bit rates, our models are remark-
ably straightforward. Their resolution indeed providesseld-form expressions for all the required performance pa-
rameters instantaneously. Expressions are given for fdhadiling policies. Three of them are full-capacity scheme
(throughput fairness, slot fairness and opportunistiedaling). The last one, the throttling scheme, exploitsQb&
parameter Maximum Sustained Tiita Rate (MSTR) foreseen by the standard to cape the maximwughput of
best éfort users. Our models are also able to take into account+muafile scenarios, in which fferent classes of
users experience fiierent trdfic patterns. These extensions are based on original préaimetgueueing networks
that still provide closed-form solutions for all perforntanparameters. Extensive simulations with various scesari
have validated the models’ assumptions. The accuracy ofmmglels is illustrated by the fact that, for all simula-
tion results, maximum relative errors do not exceed 10%.nEkéhe trafic and channel assumptions are relaxed,
analytical results still match very well with simulationghis shows the robust nature of our models.
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Figure 20: Average instantaneous user throughput, mofioctralot
fairness scheduling, fierent trdfic distributions gn = 3 Mb and

torf =3S).
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Figure 21: Average instantaneous user throughput, moffidetréorot-
tling scheme schemes, fifirent trdfic distributions kn = 3 Mb,

toft = 3'sandMS TR= 2048 Kbps).

29



Figure 22: Average instantaneous user throughput, motfiectralot
fairness scheduling, fierent channel modelsd, = 3 Mb andtyst =

35s).
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Figure 24: Average utilizatiohy.
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Figure 26: Dimensioning the minimum value bf guaranteeind) >

50%.
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Figure 23: Average instantaneous user throughput, moffidetréarot-

tling scheme, dferent channel models, = 3 Mb, toff = 3 s and
MS T R= 2048 Kbps).
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Figure 25: Average throughput per user
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Figure 27: Dimensioning the maximum valueMfguaranteeing( >
50 Kbps.



