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ABSTRACT

In this article, a new Constant-Q transform implementa-
tion is proposed together with a generalization of both the
Short-Term Fourier Transform and the Constant-Q trans-
form. The purpose of this generalization is to provide a
discrete time-frequency analysis tool with arbitrary cen-
ter frequency and frequency resolution for each bin of the
transform. This new analysis framework is very flexible
and can be related to many common time-frequency trans-
forms. Furthermore, new interesting transforms with spe-
cific time-frequency resolutions can be defined. To illus-
trate and validate the corresponding approach, experimen-
tal results and examples are provided for different config-
urations.

1. INTRODUCTION

The Short-Term Fourier Transform (STFT) is widely used
in audio signal processing since it provides an efficient
analysis of non-stationary signals with varying compo-
nents in time and frequency. The STFT analysis is per-
formed over an equally spaced frequency distribution with
a constant frequency resolution. The Constant-Q Trans-
form (CQT) is an alternative time-frequency analysis me-
thod that enables to analyze musical signals with a fre-
quency resolution higher enough to separate the different
notes within an octave. As introduced by Brown in [1], the
Constant Q transform is defined as being equivalent to a
1/24-octave filterbank but it can be easily extended to any
1/B-octave frequency resolutions. Other typical choices
for B are 12, 36 or 48 bins per octave. What makes CQT
appealing for music signal processing is the fact that the
center frequencies of the analysis are not uniformly dis-
tributed like in the Discrete Fourier Transform (DFT) but
are aligned with the notes of the equal tempered scale.
Moreover the frequency resolution of the CQT is not con-
stant over the whole spectrum but has a constant Q-factor.

Another alternative time-frequency transform has been
proposed in [2], the Multi-Resolution Fast Fourier Trans-
form (FFT). It provides a way to enhance the frequency
resolution in the low frequency bands by adapting the anal-
ysis windows length in a band-wise fashion and keeping
the hop-size constant for every band.

∗This work was supported under the research programme Quaero,
funded by OSEO, the French State agency for innovation.

In this paper, in section 2, some properties of the CQT
implementations are first discussed and some improve-
ments are proposed. In section 3, a generalized formalism
is derived from the CQT. This new formalism allows us
to define a new time-frequency analysis framework with
arbitrary center frequencies and arbitrary frequency res-
olution. All parameters of this framework are explicitly
defined in order to provide the proper configuration to
achieve the right frequency resolution at any given fre-
quency. In section 4, some particular examples of imple-
mentation are given to illustrate the advantage of such a
flexible framework.

2. CONSTANT-Q TRANSFORM

2.1. CQT implementations

The Discrete Fourier Transform of a sequence x ∈ RN at
an arbitrary frequency fk (in Hz) is given by :

xdft[k] =

N−1∑
n=0

w[n]x[n]e−j2πn
fk
fs (1)

where fs is the sampling frequency and {w[n]}n∈[0,N−1] ∈
RN is an analysis window.

The spectral resolution (or bandwidth) ∆f of the DFT
is inversely proportional to the number of samples and
vary according to the chosen temporal window function.

In order to provide a constant Q-factor analysis for
each frequency bin, the CQT was proposed in [1] and fur-
ther developped in [3]. The CQT adjusts the frequency
resolution by allowing the use of a different analysis win-
dow wk for each frequency bin k. According to the origi-
nal definition, the kth bin of the CQT of a discrete signal
sequence x ∈ RN is given by :

xcqt[k] =
1

Nk

N−1∑
n=0

wk[n]x[n]e−j2πn
fk
fs (2)

where

• {wk[n]}n∈[0,Nk−1] is an analysis window of length
Nk ∈ N,

• N is the length of the signal block under analysis
such as ∀k ∈ [0;K − 1], N ≥ Nk,
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• fk = (21/B)k · fmin are the geometrically spaced
center frequencies aligned with the frequencies of
the equal tempered scale,

• fmin is the minimal frequency to be analyzed, cor-
responding to the first bin, k = 0,

• B is the number of bins per octave (typically B =
12 or 24).

Each window {wk}n∈[0,Nk−1] is derived from a com-
mon canonical window function (e.g. Rectangular, Ham-
ming, Blackman). As the Q-factor is required to be con-
stant for every bin of the CQT, then the analysis window
lengthNk must vary according to the center frequency fk.
In [1], Nk is given by :

Nk = Q̂ · fs
fk

(3)

where Q̂ depends onB, the number of bins per octave,
and is given by :

Q̂ = 1/(21/B − 1) (4)

The formulation of the CQT has been further devel-
oped in [3, 4] mainly to provide fast computation meth-
ods.

2.2. Discussion

The Q-factor is defined by Q = f
∆f where f is the center

frequency of the filter and ∆f is the −3dB bandwidth.
From classic theory on digital filter design by windowing
[5, 6], the −3dB bandwidth of the filter corresponding to
the kth bin of the CQT is given by :

∆fk = ∆ω · fs/Nk (5)

where ∆ω is a real factor in bin value depending on the
window type. Common values of ∆ω are indicated in Ta-
ble 1.

Window type ∆ω δω Πω
Rectangular 0.89 2 1.00
Hann 1.44 4 1.50
Hamming 1.30 4 1.36
Blackman 1.68 6 1.73

Table 1. Characteristics of some common window func-
tions from [5, 6]. ∆ω, δω and Πω are respectively the
−3dB bandwith, the main lobe width and the Equivalent
Noise Bandwith of the filter expressed in bin.

In (3), the expression of Nk does not depend on the
type of window and does not take into account the true
−3dB bandwidth of the filter. Thus, the parameter Q̂ as
given by [1, 3] in (3) and (4) is not the proper Q-factor
of the filter. The proper one is given by Schörkhuber and
Klapuri in [4] :

Q =
Nk · fk
∆ω · fs

(6)

In the same article, the CQT is designed such as the value
of the Q-factor is :

Q =
q

∆ω
· Q̂ (7)

where 0 < q ≤ 1 is a scaling factor. Hence, the corre-
sponding values for the windows length Nk is given by :

Nk = q · Q̂ · fs
fk

(8)

For q < 1, the frequency resolution would be lowered but
this would improve the time resolution and could improve
the accuracy of the signal reconstruction after inversion of
the CQT. One can notice that equations (8) and (3) only
differ by the factor q and that both expressions are inde-
pendant of the windows type. Thus for different analysis
windows, the Q-factor would be different as shown in (7).

According to the previous remarks, a new implemen-
tation of the CQT is proposed in the following in order to
provide some improvements over the various implemen-
tations in [1, 3, 4].

Frequency resolution In the context of audio signal anal-
ysis, if the requirement is to separate two neighboring
tones, it could be more relevant to take into considera-
tion the main lobe width rather than the −3dB bandwidth
when designing the analysis window. For the most com-
mon analysis windows, the main lobe width is given by :

δfk = δω · fs
Nk

(9)

where δω is a real factor depending on the window type.
Common values of δω are indicated in Table 1.

In the proposed CQT implementation, the frequency
resolution corresponds to the main lobe width of each fil-
ter. Contrary to previous implementations, we propose
here to defineNk in order to provide the chosen frequency
resolution independently of the type of the analysis win-
dow. Nk is thus given by :

Nk = δω · Q̂ · fs
fk

(10)

It should be noticed that δfk and ∆fk are both in-
versely proportional toNk, thus if fk/δfk is constant then
the Q-factor is also constant.

Normalization In (2), the normalization factor for the
kth bin is Nk. In order to make the CQT coefficients am-
plitude almost independent from the choice of the analysis
window, it could be more relevant to normalize by γk de-
fined by :

γk =

Nk−1∑
n=0

wk[n] (11)
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Temporal Alignment of the kernels The last proposed
modification of the CQT implementation, consists in en-
abling different alignments of the temporal kernels inside
the large N -length window.

Therefore, the final expression of the proposed CQT
is given by :

xcqt[k] =
1

γk

N−1∑
n=0

ak[n]x[n]e−j2πn
fk
fs (12)

where the temporal window ak is defined by :

ak[n] =


0 if n < τk

wk [n− τk] ej2πτk
fk
fs if τk ≤ n ≤ τk +Nk − 1

0 if τk +Nk ≤ n
(13)

and where τk ∈ N is a time delay that enables to control
the temporal alignment of the K atoms inside the large
N -length frame such that for :

τk =


0, All kernels are left aligned
N−Nk

2 , All kernels are centered
N −Nk, All kernels are right aligned

(14)

3. GENERALIZED FRAMEWORK FOR A
MULTI-RESOLUTION SIGNAL ANALYSIS

3.1. Definition

The definition of the CQT given in (12) can be easily ex-
tended to arbitrary center frequencies {fk} and frequency
resolutions {δfk} . Indeed, it can be useful to adapt the
discrete time-frequency analysis to the requirements of
various application contexts. To that purpose, a flexible
generalization of the CQT formalism is developed in the
following.

Let us consider a discrete time-frequency analysis at
the sampling frequency fs. This multi-resolution time-
frequency transform is determined by :

• an arbitrary set of K frequencies {fk}k∈[0;K−1],
with K ∈ N.

• an arbitrary set {δfk}k∈[0;K−1] ofK frequency res-
olutions.

• a type of analysis windowsW (Rectangular, Ham-
ming, Blackmann, ...).

Following the formalism of the CQT in (12) this Multi-
Resolution Transform (MRT) can be defined by :

xmrt[k] =
1

γk

N−1∑
n=0

ak[n]x[n]e−j2πn
fk
fs (15)

where γk is a normalization factor as defined in (11) and
where the temporal window ak is defined in (13).

Given the desired frequency resolution δfk and the
analysis windowsW , one can determine the appropriate

length Nk of the analysis window {wk} to fulfil the fre-
quency resolution at the kth bin of the transform. To en-
able a further flexible design, the frequency resolution can
correspond either to the main lobe width or to the −3dB
bandwidth or to the equivalent noise bandwidth of the fil-
ter. According to (5), (9) and Table 1, Nk is then defined
by :

Nk =


δω · fs/δfk , for the main lobe width
∆ω · fs/δfk , for the −3dB bandwidth
Πω · fs/δfk , for the equivalent noise bandwidth

(16)

where Πω is a real factor depending on the window type.
Common values of Πω are indicated in Table 1.

For the CQT, to compute the transform, the signal is
segmented in N -length overlapping frames where N ≥
Nk,∀k ∈ [0;K−1]. Thus,N is determined by the highest
resolution value in δk.

In (15), it should be noted that the frequency resolu-
tions of the MRT is defined by the type of analysis win-
dows and by their length Nk. In order to ensure that the
frequency resolution of each bin k of the MRT matches
the required frequency resolution δfk a proper value of
Nk has to chosen.

3.2. Vector formulation of the proposed Multi Resolu-
tion Transform

Let us consider a vector formulation of the proposed Multi-
Resolution Transform. Given a column vector of a real
sequence x ∈ RN , the MRT of x is given by :

xmrt = AHx (17)

where, from (15), the transform matrix AH of the
MRT is defined by :

A[n, k] =
1

γk
ak[n].ej2πn

fk
fs (18)

A fast and efficient implementation of the CQT was
proposed in [3]. It consists of implementing the matrix
product in the Fourier domain.

xmrt = AHx = AHW−1
F WFx = AFHxdft (19)

where WF is the N -point DFT matrix and AF and xdft

are the respective Discrete Fourier Transform of A and x.
In [7], the authors introduced a tensor product for-

mulation of the Short-Term Fourier Transform (STFT).
Following this approach, the Multi-Resolution Transform
can be expressed for a set of successive and overlapping
frames. Given a sequence of L ∈ N samples in RL with
L > N :

x = [x[0], . . . , x[L− 1]]
T (20)

To compute the STFT with a hop-size of R samples, this
sequence is segmented into P segments that overlap by
N − R samples. The segmenting and overlapping pro-
cesses inside the STFT computation can be expressed by
the product :

X = Ox (21)
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where O is the [PK × PN ] overlap matrix operator
defined by :

O =



IN

−→
R

IN 0

−→
R
−→
R

IN

. . .
0 IN


(22)

and X is the [PN×1] column vector that concatenates all
the successive signal frames. According to (22), the STFT
of x is given by :

X dft = (IK ⊗WF )Ox

= (IK ⊗WF )X (23)

where⊗ is the kronecker product and X dft is the PN × 1
vector concatenating the successive STFT frames. The
equivalent formulation for the MRT is :

Xmrt =
(
IK ⊗AH

)
Ox (24)

It can easily be derived from (19) and (23) that :

Xmrt =
(
IK ⊗AFH

)
X dft (25)

Despite the fact that IK⊗AFH is a high-dimension matrix
of size [PK × PN ] it should be noticed that it is sparse
and most of its coefficients are zeroes.

Equations (24) and (25) point out the interesting prop-
erty that the MRT can be derived from x and its STFT by
linear algebraic matrix product.

Several methods for the inversion of the CQT have
been proposed in [4, 8]. The tensor product formulation
introduced here aims at providing a convenient algebraic
framework which can be used to elaborate inversion meth-
ods.

From (25) one can easily derive a least-mean square
estimation of the inverse transform :

X̂ dft =
(
IK ⊗AFH

)† Xmrt (26)

where ( )† denotes the Moore-Penrose pseudo-inverse op-
erator [9]. By property of the pseudo-inverse, one can sim-
plify the previous expression in :

X̂ dft =
(
IK ⊗ (AFH)†

)
Xmrt (27)

The time-frequency analysis performed by the CQT only
considers the positive frequencies fk ≤ fs/2. In order
to provide a proper signal reconstruction for the MRT, the
negative frequencies should be taken into account. As it
is the case in the DFT, this can be done by augmenting fk
with the corresponding set of negative frequencies.

The inversion method provided by (27) has been tested
on different signals and for different configuration of the
MRT and it provides satifactory results. A complete anal-
ysis of these results and a comparison with existing meth-
ods will be provided in a future extension of this work.

4. EXAMPLES OF IMPLEMENTATIONS

4.1. Links to existing transforms

The Multi Resolution Transform1 introduced in the pre-
vious sections is very flexible and can be used in many
different configurations.

For a uniformly spaced center frequency set {fk}k ∈
[0;K − 1] for K ∈ N and a constant frequency resolution
for all the MRT bins, δfk = δωfs/K, it is straightforward
to see that the MRT is equivalent to the K-length uniform
DFT.

Now, suppose that the frequencies are grouped in sev-
eral sub-bands, the frequency resolution can be kept con-
stant for every bin inside a given sub-band but vary across
the sub-bands. The corresponding MRT would then be
similar to the Multi-Resolution FFT in [2].

In an other fashion, the frequency distribution {fk}
can be chosen to match the 1/24-octave decomposition
of the original CQT. This particular frequency distribu-
tion has many advantages for musical signal analysis and
it is widely used for multi-pitch estimation where har-
monic template kernels can be defined and where a trans-
lated version of a given kernel can model several notes
(see [10]). Given this configuration, one can choose to
keep the frequency resolution constant for each bin to eval-
uate the DFT coefficients over a musically relevant fre-
quency distribution. If the frequency resolution is required
to have a constant Q-factor then the MRT is the CQT.
The relation between different configurations of the MRT
and some classic time-frequency analysis methods is illus-
trated in Table 2. Similarly, in Figure 1, different config-
urations of the frequency distribution and frequency reso-
lution of the MRT are displayed to illustrate the flexibility
of such a framework.

δfk fk
Uniform 1/B-octave

Constant DFT log-DFT
Bandwise Constant MR-FFT -
Constant Q-factor - CQT

Table 2. Example of implementation of the proposed
Multi-Resolution Transform for different choices of fre-
quency distribution {fk}k∈[0;K−1] and frequency resolu-
tions {δfk}k∈[0;K−1] and the corresponding classic trans-
forms

4.2. Mixed Resolution CQT

One advantage of the CQT is its ability to perform analysis
over long time windows for low frequency bins. Neverthe-
less, for very low frequencies, the length of the windows
can be irrelevant and can generate temporal smearing. In-
deed, the temporal resolution is defined by ∆tk = Nk/fs.
For a typical CQT implementation over 7 octaves with

1The code corresponding to this Time-
Frequency analysis framework is avalaible at
http://www.tsi.telecom-paristech.fr/aao/?p=676
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Fig. 1. Resolution vs frequency values for different im-
plementations of the Multi-Resolution Transform

B = 24 and fmin = 55Hz, the time resolution for the
lowest frequency bin would be of 0.65s and about 4ms for
the highest frequency bin. Both values may not be appro-
priate for musical applications in regards of the potential
duration of notes. The temporal smearing artefact is illus-
trated in Figure 2 which displays the CQT representation
for a 5s musical excerpt of a bass pattern. In this figure,
the low frequencies of the CQT exhibits a lot of temporal
smearing and make it very difficult to analyze because the
duration of the windows exceeds the note durations and
superimposes successive notes.

Fig. 2. MRT analysis of a musical excerpt (Bass pattern)
with a Constant-Q resolution. The audio has been gen-
erated from a midi file. The note names, onset times and
durations are indicated with the corresponding harmonics.

One of the justifications for the use of the CQT is
the approximative constant Q-factor of the auditory filter
above 500Hz. But below that frequency, the Q-factor is
no more constant and is in fact decreasing [11]. Thus the
psychoacoustic justification of the CQT is not relevant at
those frequencies. According to [11], the bandwith of the

auditory filter expressed in Equivalent Rectangular Band-
width (ERB) is related to the center frequency f in Hz
by :

ERBf = 0.108 ∗ f + 24.7 (28)

Thus the equivalent Q-factor for the auditory filter is :

Q =
f

ERBf
= QHF −

λ

f + λ
(29)

where QHF = 1/0.108 and λ = 24.7/0.108. From (29),
one can see that Q ≈ QHF for the high frequencies and
that Q is not constant but decreasing in the low frequen-
cies.

According to this consideration and the temporal smear-
ing of the CQT in low frequencies, it could be appropriate
in some applications to alleviate the constant-Q constraint
in the low frequencies. To illustrate this purpose, a MRT
with constant-Q resolution filter above 500Hz and with
constant resolution frequency below 500Hz has been com-
puted on the previous musical excerpts. The results are
displayed in Figure 3. In this figure, one can notice that
the temporal resolution has been improved for the lower
part of the spectrum and the temporal smearing artefact
has been reduced.

Of course, this improvement of the temporal resolu-
tion in the low frequencies is counterbalanced by a de-
crease in the frequency resolution and a problem of fre-
quency smearing which prevents a quarter-tone resolution
at those frequencies. Nevertheless, in the case of music
applications, it can be noticed that the potential ambiguity
in the frequency estimation for the fundamental frequency
could be resolved thanks to its higher harmonics that are
properly separated from neighboring tones. The counter-
part does not hold in the time domain because harmon-
ics can be shared between successive notes. This phe-
nomenon is illustrated in the examples of Figures 2 and
3 where the first two notes F# and C# share respectively
their third and second harmonics.

4.3. Auditory filter analysis

Because of its flexibility, the MRT can also be very use-
ful to perform an analysis on a psychoacoustic frequency
scale like the ERB-scale [11] described above. Let us sup-
pose that the set of frequencies {fk}k∈[0;K−1] is chosen
to map a uniform frequency distribution over the ERB
scale and that the frequency resolutions {δfk}k∈[0;K−1]

are chosen such that δfk = ERBf (fk), thus providing
the same resolution that the auditory filters. In this config-
uration, the MRT can mimic the time-frequency analysis
performed by the auditory system.

An example of such an implementation is illustrated
in Figure 4 on a speech signal.

5. CONCLUSION

In this paper, classic CQT impementations have been dis-
cussed and commented. According to this comments, some
modifications of the CQT implementation have been pro-
posed. In particular, the relation between the Q-factor
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Fig. 3. MRT analysis of a musical excerpt (Bass pattern)
with a mixed frequency resolution. The audio has been
generated from a midi file. The note names, onset times
and durations are indicated with the corresponding har-
monics.

and the analysis window have been clarified. Based upon
the formulation of this CQT, a theoretical framework for
the generalization of both the STFT and the Constant-Q
Transform has been proposed. Its purpose is to provide a
flexible time-frequency transform that performs an analy-
sis with arbitrary center frequencies and frequency resolu-
tions. To help the design of the analysis windows, explicit
formulations of the relation between frequency resolution
and analysis windows have been provided.

From the tensor formalism, practical algorithms can
also be easily derived to provide efficient and fast ways to
compute the corresponding signal transform and will be
published in a future extension of this work.

Further work on this Multi-Resolution Transform frame-
work can also study more in depth different inversion meth-
ods by taking advantage of the algebraic formulation in-
troduced here.
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