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Abstract—In wireless ad hoc network communications, both
the network interference and the thermal noise should be
considered in receiver design, due to the strong impairmeisteach
may cause on the quality of the reception at the destinatiorSince
the closure under convolution of stable distributions onlyholds
for the same stability index members, in general the additie
convolution of the impulsive stable interference and ligher tailed
Gaussian thermal noise will not result in a stable pattern. t is
therefore a challenge to adequately model the distributionof
such a process. In this context we consider an optimal recav
design and develop an importance sampling approach to perfm
estimation of the optimal receiver in the presence of convekd
stable and Gaussian noises. Such an approximation approadb
the optimal receiver is computationally expensive, hence evalso
develop as comparisons several suboptimal realizations tihear
and non-linear receivers, including an approximation appioach
based on the Normal Inverse Gaussian (NIG) distribution. We
demonstrate that the computationally efficient NIG receive
provides an alternative solution for the optimal receiver gprox-
imation. In addition we show that the p-norm receiver appears
to have robust performance no matter what kind of noise is
dominant.

Index Terms—ad hoc network, a-stable distribution, impor-
tance sampling, NIG distribution, optimal receiver, p-norm

I. INTRODUCTION

We consider a wirelesad hoc network in which communi-

effects of network interference. Additional to and indegbemt
from this interference is the thermal noise at the destmati
caused by receiver equipment, which is commonly modeled as
a Gaussian distribution. Hence, the combined noise is oaghtu
by the convolution between an independent, symmetricestabl
distributed network interference and a Gaussian thermiakno
the result of which is not in general stable distributed.

When considering the optimal receiver in this context, one
faces a challenge in the design of an efficient solution due to
its inherent intractability, arising from the convolutibetween
network and thermal noises. Some proposed receivers [4]-[6
give feasible but complex solutions. We give in our paperesom
ideas for designing either optimal or suboptimal receivers
which are efficient alternatives, and we provide a global-com
parison of the proposed approach. Our contributions irlv
the following:

« development of a careful study of the decision strategy
in a cooperative communication in the presence of non
Gaussian network interference and thermal noise;

e We propose an original strategy based on developing a

Normal Inverse Gaussian (NIG) receiver and compare this

to a novel adaptation of the-norm strategy, noting that

the p-norm has already been proposed in other contexts,

especially with generalized Gaussian distributions [7];

cations are realized by decode-and-forward (DF) technpolog
with the cooperation of multiple relays. We investigate atw °
hop network, consisting of one sourcd, possible relays
and one destination. According to [1], communications im-
pairments inad hoc networks can be divided into wireless
propagation effects, network interference and thermasenoi
For the propagation effects, we consider a slow-fading rban

for which the channel coefficients are constant for each tinlée p-norm and the NIG appear to be attractive solutions. The
slot and change independently from one time to another. THkst one does not require any noise parameter estimatios. Th
accumulation of undesired signals from other nodes creagggond one has flexible and efficient Moment Matching based
the network interference, which significantly disturbs tioen- ~ closed form solutions for its parameter estimation.
munications, increasing error probability for receivethie The paper is organized as follows. We describe our system
a-stable distributions have been successfully introduaed fscenario and justify the use of symmetsiestable (3S) distri-
interference modeling in several contexts [1]—[3]. We édes butions for network interference in Section Il. In Sectidh |

the sub-family of symmetric stable models to capture thee study the optimal receiver in the form of log-likelihood

we study the performance of the two suboptimal strate-
gies as a function of the noise-to-interference ratio, com-
paring with the optimal receiver which is computation-
ally inefficient but studied through importance sampling
Monte Carlo estimation strategy, with linear receiverghol
puncher and soft limiter.



ratio (LLR) and then consider some suboptimal solutions I1l. RECEIVER STRATEGIES
involving both linear and non-linear approaches. The NI Optimal Receiver
distribution is introduced and the Method of Moments based

approximation approach is given, with analytical solu$|on
after restriction to a symmetric sub-family, with no restion In the presence of stable network interference plus inden

. ) . . . aussian thermal noise can be formally specified through a
required for the kurtosis. Finally we give the comparison o
. o . . : : Statement of a hypothesis test as
these techniques in simulation results, introducing mégew

The detection problem for a binary source (izes {so, s1})

the importance sampling approach for the optimal decision. Ho:y=hsp+i+n @
We provide a conclusion in Section V. Hi:y=hs +i+n
Il. PROBLEM MODEL Given the transmitted binary symbols and s, and the

, observed received signal, we define P;;,(y|s1) and

A. System Scenario Piin(y|so), whereP;,(.) represents the intractable prob-
We propose the following scenario: a set &f relays is ability distribution function obtained from the convoloiti

selected amongV possibilities. The selected relays are thgetween the stable network interference plus independent

ones with the strongest relay-destination channel. WenassuGaussian thermal noise.

that each selected relay decodes the signal sent from theesou |n the sense of minimizing the bit error rate (BER), the

without error before transmitting it to the destinatiorl,waith  Bayes optimal receiver is employed. Assuming that the pinar

the same transmit power. Relay-to-destination transomssi symbols are sent with equal probability, we have #hgriori

are made on orthogonal channels, and the synchronizatiitision statistic in the form of LLR as:

is ideal with corrected phase. The received signal at the Piyn(y|hst)
destination at time is then given by: A =log =—————=
Pitn(ylhso)
— s K
y=hetidn, M T fisn(elins:)
wherez is the transmitted signal from the source, and =log k;(l ©)
e h = (ho, hi,...,hx) are the channel coefficient vectors [T firn(ylhrso)
(index 0 denotes the direct link); they are Rayleigh X k=1
distributed and, for a transmitted power equal to one, the Z Sitn(Yrlhrs1) 2

received power expectation B||h,)*| = & Fotnelheso) i,
e i=(ig,i1,...,ix) is the independent and |dent|cally dis-
tributed (i.i.d.) interference, discussed in the nextisect

e n = (ng,n,...,nk) is the i.i.d. thermal noise with, ~

N(0,02).

where k indicates thek® relay-to-destination channel, and
fitn(.) is the density of the interference plus noise. The
decision between both hypothesis is made by comparing the
LLR to the threshold O.

B. Interference Model B. Linear Receiver

In many papers [1]-[3], the & distributions family is  The linear receiver is designed by assuming the density
used to model the interference in sensor networks in whicised in the decision statistics (3) is the Gaussian caskl€sta
power control is absent. The heavy tailed property of thelsta density whem = 2). The linear receiver is also known as the
model lends itself well to an accurate mathematical model fGaussian receiver and it is thus optimal when the interfaxen
the infrequent impulsive or shot noise characteristicshef tis Gaussian distributed. The corresponding decisionstiati
network interference. One can define the stable distributiés:
used to model the network interference by its characteristi

function. For the symmetric case (symmetry ingex 0) used Alinear = Zl Fa(yelies1)

in this paper, it is given byp(xz) = exp(—y|z|®), in which f2(yklhwso)

only two parameters are required. The characteristic exon expl—(yx — 51)2/202]

o measures the index of regular variation or thickness of —Zlog 5 (4)
exp[—(yx — 50)?/202]

the distribution tail ( < « < 2). The smaller the value
of «, the heavier the tail of the density becomes hence the Hy

more likely that a value appears far from the center location =3 Z Yr(s1 — s0) 5 0,

The dispersion parameter is a scale parameter, similar to 0

the variance of the Gaussian distribution [8]. As the PDF ishere ¢ is the standard deviation of Gaussian distribution.
the inverse Fourier transform of the characteristic fuorcti We will test such a receiver in the environment of stalale(

a general stable distribution has no explicit expressian @) interference plus Gaussian noise. We primarily consider
the density except for the Gaussiam € 2) and the Cauchy this choice for its simple implementation structure, thiouge

(o = 1) cases [8]. predict that it will perform poorly whemv < 2.



C. Linear Combiner 3) p-normReceiver: Itis noted that in the decision statistics

An alternative linear solution is developed by considerati (4) for the linear receiver, the metric used in the second ste
of the maximal ratio combiner (MRC), which is also simple tés the Euclidean distance between the received signal and th
implement as a suboptimal receiver. The MRC has its origingPssible transmitted symbols. A corresponding metrictexis

output form given by in SaS case which measures tp& order moment of the
% difference of two variables, noted asnorm and is given for
Amre = Y wiyr =8+ A, (5 V<p<aas
k=1

{[m —YP/Clap)?, 1<as<2 ),

wherew = {w;}, € R are the combiner weights,and  [[X =Y, = [E|X - Y[?/Cla,p)]*/?, 0<a<1
i are the weighted signal components and noise components. ’ ’ ’
The conventional MRC is optimal for independent GaUSSi%vqwere c

channels, for which the optimal weights atg = h}, where gamma function.

* h I nj . . . . .
represent the complex conjugate This approach is of interest as it does not depend on any

However, for detection in a stable interference plus Ganssi timati £ distributi ¢ d h knovded
noise environment, the combiner has to take into account t'?\?é'ma lon ot distribution parameters and a rough kno 9
« can be sufficient. The final decision is given by:

interference parameters. An adapted optimal MRC is prapos%

a,p) = ZUTUeAL/ATCp/a) ang () is the
av/rT(—p/2)

in [9], [10], which provides the corresponding weights when K o,
only the $S interference is present: Ap—norm = Z (lyx — hrsol” — |yx — hes1P) = 0. (12)
— Hy
wi =sign(hu) [V, l<a<2 i
w? =sign(hy),wj =0Vk#j, 0<a<l E. NIG approximation

From the hyper-geometric family of flexible skew-kurtosis
. models, the Normal Inverse Gaussian (NIG) distributionseha
D. Non-linear Receivers analytical expressions for the probability density and fosir

1) Cauchy Receiver: As one special case ofaS distri- moments in terms of the model parameters. This family of sta-
bution, Cauchy distributionso{ = 1) have their PDF with tistical models includes the Gaussian and Cauchy distoibsit
dispersiony and median): as special limiting cases [12]. It is therefore of great ries¢

vy to use this distribution to approximate our intractable ADF
h@) = e e = (" the decision statistics.

Cauchy receiver arose originally from the assumption thatThe NIG model takes its name from the fact that it

the tail indexa = 1 and should be optimal for the signallepresents a Normal variance-mean mixture that occurs as

detection under pure Cauchy noise. By emp'oymg)riori the mal‘ginal distribution for a random variablé when

for an arbitraryj in i = arg{|h;| = max{|h1],..., |hx]|}.

decision statistic, we have Cauchy receiver as: considering a pair of random variablg’, Z) when Z is
K distributed as an inverse Gaussid@n ~ ZG(4,/a? — 32),
Acaueny =3 o J1(yklhws) andY conditional onZ is (Y|Z = =) ~ N'(uu + f8z, 2). The
T fiyklhiso) - resulting density function for the NIG model is given by:
K 2 2
Y2+ (Yo — haso)® . _ ad explg(y)]

= ! 2 0. f Gyvavﬂvuaé =—— =K Oéhy 3 (13)

Z Og ,yg + (yk _ hk81)2 Ij{) NI ( ) T h(y) 1[ ( )]

k=1

2) Hole-puncher and Soft-limiter Receivers:. The Cauchy where K;(.) is a modified second kind Bessel function with
receiver presents two problems: the need to determine thdex 1,¢g(y) = d\/a? — 82+ B(y — p), andh(y) = [(y —
parametery and the complexity to evaluate (8). A first idegu)? 4 62]'/2.
is to add some non-linearity to the Gaussian receiver toThe parameters have the constraiptss R,5 > 0,0 <
limit the impact of large interference values. As proposdd| < «. The parametew is inversely related to the heaviness
for instance in [8], [11], the hole-puncher and soft-limigge of the tails, where a smalk corresponds to heavy tails
commonly used non-linear functions. We use in our test thetbat can accommodate outlying observations. The skewness

two functions with their forms as: is directly controlled by the parametg; and 5 = 0 is the
z, |z| <& symmetric model. The location of the distribution is given b
gnp(T) = 0 therwi (9) the parameter. and the scale of the distribution is measured
) OLMSTWISe by the parametes.
and We consider in our case a symmetric NIG model, which
—hK, TS K implies 5 = 0. We note the closed-form expressions for the
ga(r) =<z, || <k, (10) mean, variance, skewness, and kurtosis of the NIG model as:

K, T > K ]E[yk] =u= hkx, Var[yk] = g7

wheregn,(.) andgs(.) replacef; 1, (.) in (3). Skew[yx] = 0; Kurt[yy] = %



Gaussian noise for 02/2y: 10dB SasS interference for Iogw(lly) =16dB

L

In this way, the probability density for each link can be &
approximated by the estimated closed-form expressioms fro M
-1

o

the observed values.
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A. Importance Sampling for Optimal Receiver :W’MMWW‘WMMW‘ :WWMWLJWWM

The optimal receiver depends on the value of (3). One

method is the numerical computation, as the PDF is the ievers 0 100 200 300 400 500 O 100 200 300 400 500
Fourier transform Of the CharaCteI’iStiC funCtiOI"I: faussian noise for 6%/2y = -10 dB S?-S interference for log, ((1/y) = 16 dB
1 Foeo O ity g 0 w *L M
fitn(x) = ;/ Pin(t) cos(xt)dt, (14) qr
0 710 100 200 300 400 500 710 100 200 300 400 500

where ¢; 4, (t) = exp(—v|t|]* — o%t?/2) is the interference
plus noise characteristic function. This can be realized by Fig- 1. Comparison of different noise dominating environtse
discrete Fourier transform, but a heavy computation cost is
inevitable for each channel realization and fixing the diter ) ) )
step and truncation remains difficult. We utilise the impade ©N Simulations was used to make choice for those parameters.
sampling (IS) approach in our paper to calculgte, (.). We ;etp = 0.8 as an example value for_ all the S|mula.t|ons.
IS was introduced in [13] as an efficient technique in thEN€Ir performance is measured by BER in terms of the inverse
reduction of variance in random sampling, for it concerssat Value of dispersion of &S interference in logarithm, since the
on the sample points where the value of the function is lardBcréasing of the inverse dispersion implies the deceasfng
This approach can also be used for the simulation of rafe interference strength.
random events, and for the generation of samples under a
distribution which is difficult to generate directly [14]. ‘ _izy=10dB, 0=15, k=4 k=L
In our context, the calculation for eacfy,(.) is directly
intractable, but the generation ofaS random variables is
trivial. We can sample the interference comporieupton each
value ofh andn. Hence for one channel realizatiog, can
be considered as under a normal distribution with the mean
hix +15 and the variance aof;, (¢2), which can be calculated
as:

Linear

—6— MRC(SasS)
fitn (yrlhiz) = /I(t)fn(t)fi(t)dt, (15) —=— Cauchy

I —<— Hole—puncher o

. . . 1072 —p— Soft-limiter
where I represents the interference sampling spaté,) is ~+0-+ p-norm, p=0.8 ’

. . . = = = NIG

the normal distribution PDF. —e— Optimal ‘ ‘ ‘ ‘ ‘ .
In the simulation, a number d¥/ i.i.d. interference samples 16 165 17 175 18 185 19 195 20

i, are generated undef;(.), and the weighting function is 04

defined as\V (hyx + iy, 0?), thus we have
( KT+ ik, 07) Fig. 2. Comparison of receivers in Gaussian-noise-dontiramironment

M
. 1 .
Firn(ylhnz) = 77 > I N(hx +ix,,0%).  (16)  In Figure 2,02/2y is set to 10 dB which indicates that

m=1 the dominant noise is Gaussian. We observe that the Cauchy
As soon as the probability terrfi; ., (.) is calculated, the receiver gives the worst BER, since it is optimal for Cauchy
decision of the optimal receiver can be made. noise ¢ = 1). The linear receiver and MRC give the same

trend and the latter one is better for its adapted paramdtees
NIG approximation shows similar performance as the linear
We present in our simulation three different noise-tapproaches, because during the estimation of NIG paraspeter
interference ratiosof?/2v) to investigate the described rethe rare &S interference parts have little influence on the
ceivers. This ratio reflects different noise dominatingiemv dominant Gaussian noise. Hence the obtained NIG density
ments, and we generated 500 noise samples for illustrations close to the limiting Gaussian case of this family. The
Figure 1. p-norm, hole-puncher and soft-limiter receivers have atmos
We choseK = 2 strongest relay-to-destination channelsame performance close to the optimal receiver. In case when
amongN = 5 possible ones. The optimal receiver is realizethe Gaussian noise and theS interference are comparable
by IS approach as a benchmark, withf interference samples. (02 /2y = 0 dB), we can see in Figure 3 that the linear receiver
The threshold for the hole-puncher receiver is set as4 and and MRC are less capable to deal with the interference than
for the soft-receiver ag = 1. An empirical approach basedthe others. The Cauchy receiver exhibits a good performance

B. Comparison of different Strategies



2 — — — — . . 'O
0122048, 7L KyTh KL approach (at most a rough estimationcofs sufficient).

10 V. CONCLUSION

\ We evaluated the performance of several receivers in coop-
LN erative communications where both the network interfezenc
YN . .
10° OR ; and the thermal noise are present. TheSSand Gaussian
i R N distributions were used to model the network interference
Linear ) i H
MRO(SaS) QAN and the thermal noise _re_spectlvely. The ch_ose_n relays are
—&— Cauchy R the ones having the minimum relay-to-destination channel
_,| —<€— Hole-puncher S H H
10 o ; SN loss among a set of candidates. We propo_sed an importance
+ p-norm, p=0.8 N sampling approach for the calculation of optimal received a
- oNe several suboptimal receiver approaches. The simulatiguitee
=——— Optimal ; : ; . . .
10 I 12 1 1 20 showed that some parametric designs like the hole-puncher
1og, (1Y) and soft-limiter receivers can have good performance iir the

thresholds are well configured. The NIG approximation psove
to be a very efficient approach. Thenorm exhibits robust
performance, no matter which noise is dominant. This gives
in this condition, even surpassing the hole-puncher anti sdfS & Simple and feasible_ strategy, which does not necessitat
limiter. The p-norm receiver keeps close to the optimal cas@"Y NOIS€ parameter estimation.

while the NIG approximation gives similar performance as ACKNOWLEDGMENT

the p-norm approach. In Figure 4, when theS interference
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