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Abstract—This paper proposes an analytical study of the shadowing impact on the outage probability in cellular radio networks. We establish that the downlink other-cell interference factor, $f$, which is defined here as the ratio of outer cell received power to the inner cell received power, plays a fundamental role in the outage probability. From $f$, we are able to derive the outage probability of a mobile station (MS) initiating a new call. Taking into account the shadowing, $f$ is expressed as a lognormal random variable. Analytical expressions of the interference factor’s mean $m_f$ and standard deviation $s_f$ are provided in this paper. These expressions depend on the topology of the network characterized by a G factor. We show that shadowing increases the outage probability, and using our analytical method, we are able to quantify this impact. However, we establish that the network topology, or correlated received powers, may limit this increase.

I. INTRODUCTION

The estimation of cellular networks capacity mainly depends on the characterization of interference. As downlink is often the limited link w.r.t. capacity, we focus on this direction throughout this paper, although the proposed framework can easily be extended to the uplink. In cellular networks, an important parameter for this characterization is the other-cell interference factor $f$ (OCIF). The precise knowledge of the OCIF allows the derivation of outage probabilities, capacity evaluation and then, the definition of Call Admission Control mechanisms. In this paper, we define OCIF as the ratio of total other-cell received power to the total inner-cell received power. Working on the uplink, [14] derived the distribution function of a ratio of path-losses, which is essential for the evaluation of external interference. For that, authors approximate the hexagonal cell with a disk of same area.

On the downlink, [1] [2] aimed at computing an average OCIF over the cell by numerical integration in hexagonal networks. In [13], other-cell interference is given as a function of the distance to the base station (BS) thanks to Monte-Carlo simulations. Chan and Hanly [12] precisely approximate the distribution of the other-cell interference. They however provide formulas that are difficult to handle in practice. Considering random networks, Baccelli et al. [11] provide spatial blocking probabilities in random networks by using gaussian approximation. Since in a real network, the power received at any point of the system depends on the local environment (terrain, buildings, trees), the shadowing has to be considered. It is generally modelled as a lognormal distributed [6] function. Reference [7] computes the outage probability in presence of multiple log-normal interferers, but assumes that all interference signals have the same statistics and mobile location influence is not studied. In this paper, we take into account correlated shadowing and the location of interferers and mobile stations in the calculation of the OCIF. Moreover, our approach gives a new lighting concerning the influence of topology.

We first introduce the model and the notations. Then, we establish the interference factor’s analytical expressions, mean value and standard deviation, as a lognormal random variable (RV) according to the Fenton-Wilkinson approximation for a sum of lognormal RV [4]. We show that the environment of the system is characterized by a function $H$, and we establish its analytical expression. That function depends on the shadowing and on the topology of the network through a G factor. Using moreover the expressions of $f$ without shadowing established in [8] [9], we calculate analytically the outage probability by using a Gaussian approximation. We show that the shadowing increases the outage probability, and we quantify this increase. We moreover establish that the effects of correlated received powers and topology decrease the impact of shadowing.

II. INTERFERENCE MODEL AND NOTATIONS

We consider a cellular radio system and we focus on the downlink. BS have omni-directional antennas, so that a BS covers a single cell. If a mobile $u$ is attached to a station $b$ (or serving BS), we write $b = u$. The following power quantities are considered: $P_{b,u}$ is the transmitted power from station $b$ towards mobile $u$ (for user’s traffic), $P_b = P_{cch} + \sum_{u} P_{b,u}$ is the total power transmitted by station $b$, $P_{cch}$ represents the amount of power used to support broadcast and common control channels, $g_{b,u}$ designates the pathgain between station $b$ and mobile $u$, $p_{b,u}$ is the power received at mobile $u$ from station $b$, we can write $p_{b,u} = P_b g_{b,u}$, $S_{b,u} = P_{b,u} g_{b,u}$ is the useful power received at mobile $u$ from station $b$ (for traffic data); since we do not consider soft handover, we can write $S_u = S_{u}(u)$. We consider a reuse 1 radio system such as OFDMA or CDMA. The total amount of power experienced by a mobile station $u$ in a cellular system can be split up into several terms: useful signal ($S_u$), interference and noise ($N_{th}$). It is common...
to split the system power into two terms: $I_u = I_{\text{int},u} + I_{\text{ext},u}$, where $I_{\text{int},u}$ is the internal (own-cell) received power and $I_{\text{ext},u}$ is the external (other-cell) interference. Notice that we made the choice of including the useful signal $S_u$ in $I_{\text{int},u}$, and, as a consequence, it has to be distinguished from the commonly considered own-cell interference.

With the above notations, we define the interference factor in $u$, as the ratio of total power received from other BS to the total power received from the serving BS $\psi(u)$: $f_u = I_{\text{ext},u}/I_{\text{int},u}$. The quantities $f_u$, $I_{\text{ext},u}$, and $I_{\text{int},u}$ are location dependent and can thus be defined in any location $x$ as long as the serving BS is known.

In downlink, a coefficient $\alpha$, may be introduced to account for the lack of perfect orthogonality in the own cell. In a CDMA system $0 < \alpha < 1$, and in an OFDMA system $\alpha = 0$.

In this paper, we use the signal to interference plus noise ratio (SINR) as the criteria of radio quality: $\gamma_u$ is the SINR target for the service requested by MS $u$ or required to obtain a minimum throughput in case of elastic traffic. This figure is a priori different from the SINR evaluated at mobile station $u$. However, we assume perfect power control, so $SINR_u = \gamma_u$ for all users. With the introduced notations, the SINR experimented by $u$ can thus be derived (see e.g. [3]):

$$\gamma_u^* = \frac{S_u}{\alpha(I_{\text{int},u} - S_u) + I_{\text{ext},u} + N_{\text{th}}}.$$ (1)

In case of OFDMA, this equation is valid per sub-carrier. We can now express $S_u$ as:

$$S_u = \frac{\gamma_u^*}{1 + \alpha\gamma_u^*} I_{\text{int},u} (\alpha + I_{\text{ext},u}/I_{\text{int},u} + N_{\text{th}}/I_{\text{int},u}).$$ (2)

Using relations $I_{\text{int},u} = P_b g_{b,u}$ and $f_u = I_{\text{ext},u}/I_{\text{int},u}$ we can write

$$f_u = \frac{\sum_{j\neq b} P_j g_{j,u}}{P_b g_{b,u}}$$ (3)

and the transmitted power for MS $u$, $P_{b,u} = S_u/g_{b,u}$,

$$P_{b,u} = \frac{\gamma_u^*}{1 + \alpha\gamma_u^*} (\alpha P_b + f_u P_b + N_{\text{th}}/g_{b,u}).$$ (4)

From this relation, the output power of BS $b$ can be computed as follows:

$$P_b = P_{\text{cch}} + \sum_u P_{b,u},$$ (5)

and so, according to Eq.4,

$$P_b = P_{\text{cch}} + \sum_u \frac{\gamma_u^*}{1 + \alpha\gamma_u^*} \frac{N_{\text{th}}}{g_{b,u}}$$

$$1 - \sum_u \frac{\gamma_u^*}{1 + \alpha\gamma_u^*} (\alpha + f_u).$$ (6)

Note that this equation is valid for multiple SINR targets and thus for multi-service networks since $\gamma_u^*$ is specific to user $u$. The knowledge of the interference factor is needed to analyze outage probability (see Section V) since the base station transmitting power depends on this parameter.

III. SHADOWING INFLUENCE

A. Propagation

Considering the power $P_j$ transmitted by the BS $j$, the power $p_{j,u}$ received by a mobile $u$ can be written:

$$p_{j,u} = P_j K r_u^{-\eta}$$ (7)

$A = 10^{\frac{\xi}{10}}$ represents the shadowing effect. The term $\xi$ characterizes the random variations of the received power around a mean value. $\xi$ is a Normal distributed random variable $R_V$, with mean 0 and standard deviation comprised between 0 and 10 dB. The term $P_j K r_u^{-\eta}$, where $K$ is a constant, represents the mean value of the received power at distance $r_u$ from the transmitter ($BS_j$). The probability density function (PDF) of this slowly varying received power is given by

$$p(s) = \frac{1}{\alpha s \sqrt{2\pi}} \exp \left(-\frac{(\ln(s) - am)^2}{2\alpha^2}\right)$$ (8)

where $a = \frac{\ln 10}{10}$, $m = \frac{1}{\alpha} \ln(KP_j r_u^{-\eta})$ is the (logarithmic) received mean power expressed in decibels (dB), which is related to the path loss and $\sigma$ is the (logarithmic) standard deviation of the mean received signal due to the shadowing.

B. Interference factor

Since the interference factor is defined as $f_u = I_{\text{ext},u}/I_{\text{int},u}$, we first calculate the other cell interference power due to all the BS of the network (except the serving one) $I_{\text{ext},u} = \sum_{j\neq b} P_j g_{j,u}$ is the sum of $B$ lognormal RV. Such a sum can be approximated by another lognormal distribution [6]. Using the Fenton-Wilkinson [4] method, we aim to calculate the interference factor, for any mobile at the distance $r_u$ from its serving the BS$b$, as a lognormal RV (mean and standard deviation). We first calculate the mean and the variance of a sum of lognormal RV. We afterwards apply the result to the sum of $B$ lognormal identically distributed RV. For the sake of simplicity, we denote $r_u = r$. Expressing the mean interference power received by a mobile, due to all the other base stations of the network (appendix 1) and since the ratio of two lognormal RV’s is also expressed as a lognormal RV, the interference factor is also lognormally distributed with the following mean $m_f$ and logarithmic variance $s_f$. We consider that all the standard deviations are identical $\sigma_j = \sigma$.

Assuming that all the base stations have the same transmitting power $P_b = P_j = P$ (uniform traffic), we introduce

$$G(r, \eta) = \frac{\sum_j r_j^{-\eta}}{(\sum_j r_j^{-\eta})^2},$$ (9)

$$f_0(r, \eta) = \frac{\sum_j r_j^{-\eta}}{r^{-\eta}}$$ (10)

$$H(r, \sigma) = e^{s^2/2} \left( G(r, \eta) (e^{s^2/2} - 1) + 1 \right)^{-\frac{1}{2}}.$$ (11)

From (3) and (7), we notice that $f_0(r, \eta)$ represents the interference factor $f$ without shadowing.
In this paper, we consider only omni-directional antennas. For sectorized networks, the expression of $f$ is modified to take into account antenna patterns (see [15] for more details).

1) Powers without correlation: We can express (appendix 2):

$$m_f = f_0(r, \eta)H(r, \sigma).$$  
(12)

The standard deviation is given by

$$a^2s_f^2 = 2(a^2\sigma^2 - \ln H(r, \sigma)).$$  
(13)

2) Correlated powers: Introducing an average correlation coefficient $t$ and ‘correlated variance’ $\sigma^2 = a^2(1 - t)$, we can express (see appendix 3):

$$m_{f,\text{corr}} = f_0(r, \eta)H(r, \sigma).$$  
(14)

The standard deviation is given by

$$a^2s_{f,\text{corr}}^2 = 2(a^2\sigma^2 - \ln H(r, \sigma)) + 2ta^2\sigma^2.$$  
(15)

We established that by introducing a ‘correlated variance’, the analytical expressions for independant powers and correlated powers are similar.

IV. TOPOLOGICAL ANALYSIS

A. Topological characterization

The expression (12) means that the effect of the environment of any mobile of a cell, on the interference factor, is characterized by a function $H(r, \sigma)$. This function takes into account the shadowing and a topological G factor which depends on the position of the mobile and the characteristics of the network as

- the exponential pathloss parameter $\eta$, which can vary with the topography and more generally with the geographical environment as urban or country, micro or macro cells.
- the base stations positions and number.

We notice that the topological factor $G$ can be rewritten (generalizing (10) and dropping $r$) as:

$$G(\eta) = \frac{f_0(2\eta)}{f_0(\eta)^2}.$$  
(16)

The higher the standard deviation of shadowing, the higher the mean and standard deviation of the interference factor (see hereafter Eq. (17) and (18)). This increase is however bounded as we can see hereafter. In a realistic network, $\sigma$ is generally comprised between 6 and 12 dB.

B. Interference factor limits

1) Non correlated powers: From (9), we have $0 < G(r, \eta) < 1$ whatever $r$ and $\eta$. From (12) and (13), the interference factor’s limits can be expressed as:

$$f_0(r, \eta) \leq m_f \leq \frac{f_0(r, \eta)}{G(r, \eta)^2}.$$  
(17)

and

$$s_f^2 \leq 2\sigma^2.$$  
(18)

2) Correlated powers: When $t = 1$, i.e. powers totally correlated, we have $H(r, \sigma) = 1$ and $m_f = f_0(r, \eta)$ as if there were no shadowing. The standard deviation is given by $s_f^2 = 2\sigma^2$.

For low standard deviations (less then 4 or 5 dB), we can easily deduce from (12) and (13) a low dependency of the mean value of $f$ with $\sigma$, and the total standard deviation $s_f$ is very close to $\sigma$. These expressions show another interesting result. We established that $0 < G < 1$. Without the topological factor $G$ ($G = 0$), we have $H = e^{a^2\sigma^2}$ so that $m_f$ increases indefinitly. If $G = 1$, then $H = 1$ and $m_f = f$. For each given value of $\eta$, characterizing a given type of cells or environment, the topological factor G thus compensates the shadowing effects.

V. OUTAGE PROBABILITIES

For a given number of MS per cell, $n$, outage probability, $P_{\text{out}}^{(n)}$, is the proportion of configurations, for which the needed BS output power exceeds the maximum output power: $P_b > P_{\text{max}}$. If noise is neglected and if we assume a single target SINR ($\gamma_u = \gamma^*$ for all $u$), we deduce from Eq.6:

$$P_{\text{out}}^{(n)} = \text{Pr} \left( \sum_{u=0}^{n-1} f_0(r, \eta)) > \frac{1 - \varphi}{\beta} - n\alpha \right).$$  
(19)

where $\varphi = P_{\text{ech}}/P_{\text{max}}$ and $\beta = \gamma^*/(1 + \alpha\gamma^*)$.

A. Outage probability without shadowing

Without shadowing, the interference factor is a deterministic function, for each mobile location $r$. However, each mobile enters the cell at a random location. Hence, the function $\sum_{u=0}^{n-1} f_0(r, \eta) \text{ (since } f_0 \text{ represents the interference factor } f \text{ without shadowing)}$ is random and depends on the position of the $n$ mobiles in the cell.

In order to compute these probabilities, we rely on the Central Limit theorem and use a Gaussian approximation. We can write:

$$P_{\text{out}}^{(n)} = Q \left( \frac{1 - \varphi - n\mu_f - n\alpha}{\sqrt{n}\sigma_f} \right),$$  
(20)

where $Q$ is the error function, $\mu_f$ and $\sigma_f$ are respectively the spatial mean and standard deviation of $f_0$ over the cell area.

As a consequence, we need to compute the spatial mean and standard deviation of $f_0$. For a mobile at the distance $r$ from its serving base station, and dropping the dependance with $\eta$, the interference factor can be written as $f_0(r)$ [8] [9]:

$$f_0(r) = \frac{2\pi\rho_{BSr}r}{\eta - 2}(2R_e - r)^{2 - \eta}.$$  
(21)

where $1/\rho_{BS} = \pi R_e^2$ represents the area of a cell, and $2R_e$ the distance between 2 neighbours base stations. We have $R_e = R_c\sqrt{2/\sqrt{3}/\pi}$. So, we integrate $f_0(r)$ on a disk of radius $R_c$. As MS are uniformly distributed over the disk of radius $R_c$, the PDF of $r$ is: $p_r(t) = \frac{2t}{R_c^2}$. 


\[
\begin{align*}
\mu_{f_0} &= \frac{2\pi \rho_{BS}}{\eta - 2} \int_0^{R_c} t^n (2R_e - t)^2 - \frac{2t}{R_e^2} dt \\
&= \frac{2^{1-n} \pi \rho_{BS} R_e^2}{\eta^2 - 4} \left( \frac{R_e}{R_c} \right)^\eta \times 2F_1(\eta - 2, \eta + 2, \eta + 3, \frac{R_e}{2R_c}), \quad (22)
\end{align*}
\]

where \(2F_1(a, b, c, z)\) is the hypergeometric function, whose integral form is given by:

\[
2F_1(a, b, c, z) = \frac{\Gamma(c)}{\Gamma(b)\Gamma(c - b)} \int_0^1 \frac{t^{b-1}(1-t)^{c-b-1}}{(1 - tz)^a} dt,
\]

and \(\Gamma\) is the gamma function.

Note that for \(\eta = 3\), we have the simple closed formula:

\[
\mu_{f_0} = -2\pi \rho_{BS} R_e^2 \left( \frac{\ln(1 - \nu/2)}{\nu^2} + \frac{16}{\nu} + \frac{4\nu}{3} + \frac{\nu^2}{2} \right),
\]

where \(\nu = R_e/R_c\). In the same way, the variance of \(f(r)\) is given by:

\[
\sigma_{f_0}^2 = E[f_0^2] - \mu_{f_0}^2
\]

\[
E[f_0^2] = \frac{2^{1-2\eta} (2\pi \rho_{BS} R_c^2)^2}{(\eta + 1)(\eta - 2)^2} \left( \frac{R_e}{R_c} \right)^{2\eta} \times 2F_1(2\eta - 4, 2\eta + 2, 2\eta + 3, \frac{R_e}{2R_c}).
\]

B. Outage probability: shadowing impact

Considering the shadowing impact, the interference factor is a lognormal random variable function, for each mobile location \(r\). Using a Gaussian approximation, the outage probability is now expressed as:

\[
P_{out}^{(n)} = Q \left( \frac{\frac{1 - \nu^2}{\sigma^2} - nM_f - n\alpha}{\sqrt{nS_f}} \right), \quad (24)
\]

\(M_f\) and \(S_f\) are respectively the spatial mean and standard deviation of the lognormal random variable \(f(r, \eta)\) characterized by \(m_f\) and \(s_f\) (Eq. 12 and 13) over the cell area.

Since the interference factor is expressed as a lognormal random variable \(f\), so \(\ln(f)\) is a normal random variable expressed as \(N(\ln m_f, \sigma^2 s_f^2)\). The mean \(E[f(r)]\) and variance \(Var[f(r)]\) of the interference factor can be written:

\[
E[f(r)] = e^{\ln m_f + \sigma^2 s_f^2/2} = m_f e^{\sigma^2 s_f^2/2}, \quad (25)
\]

\[
Var[f(r)] = (e^{\sigma^2 s_f^2} - 1)e^{2\ln m_f + \sigma^2 s_f^2}. \quad (26)
\]

So we have

\[
M_f(\sigma) = \int_0^{R_e} E[f(t)]p_r(t) dt
\]

\[
= \int_0^{R_e} f_0(t) H(t, \sigma)e^{\sigma^2 s_f^2/2} \frac{2t}{R_e^2} dt.
\]

In the same way, the spatial variance of \(f\) is given by:

\[
\]

\[
E[f^2] = \int E[f^2|\sigma]p(\sigma)\sigma \quad (29)
\]

\[
= \int E[f^2|\sigma] + Var[f] \quad (28)
\]

\[
= \int ((f_0(t)H(t, \sigma))e^{2\alpha^2 s_f^2/2} \frac{2t}{R_e^2} dt.
\]

C. Results

Figure 1 shows that in presence of shadowing, the mean interference \(m_f\) factor increases (\(\eta = 4\)). However, we observe this increase reaches a maximum value for \(\sigma = 15\) dB approximately. It is due to the effect of the topology factor \(G\) which compensates the effect of shadowing.

Figures 2 and 3 give examples of the kind of results we are able to obtain instantaneously thanks to the formulas derived in this paper for voice service (\(\gamma_a = -16\) dB) and for the path-loss exponent \(\eta = 4\).

Figure 2 shows the outage probabilities as a function of the number of MS per cell for different values of \(\sigma\) and for a correlation of 50%. It allows us to easily find the capacity of the network at any given percentage of outage. It moreover
of the shadowing when there are type of environment e.g. urban or country), the number and characteristics and particularly the cell dimensions and the exponential pathloss parameter environment (expressions 12 and 13), i.e. the shadowing, the outage, and to admit or reject new connections according to the ’best serving’ BS but to the closest one.

Figure 3 focuses on the outage probability as a function of the shadowing when there are 15 mobiles per cell. Until \( \sigma = 5 \) dB, the outage probability is quite low (less than 5%). For higher values of \( \sigma \), the outage probability increases rapidly.

The high level of outage probability observed may be due to the fact that in our analysis mobiles are not assumed belonging to the ’best serving’ BS but to the closest one.

With these results, an operator would be able to analyze the outage, and to admit or reject new connections according to each specific environment of the entering MS. Indeed, the interference factor depends on the mobile location and on the environment (expressions 12 and 13), i.e. the shadowing, the exponential pathloss parameter \( \eta \) (which depends on different characteristics and particularly the cell dimensions and the type of environment e.g. urban or country), the number and locations of the base stations.

VI. CONCLUSION

Taking into account shadowing, we established the OCIF \( f \) as a lognormal random variable, and expressed close form formulas of the mean \( m_f \) and standard deviation \( s_f \). They depend on the topology of the network through a topological factor \( G \), which has the effect of partially compensating shadowing. It allowed a spatial integration of \( f \) leading to express analytically the outage probability. We showed that the impact of the shadowing is to increase the outage probability, and we quantified precisely this increase. Moreover, we established that correlated powers and topology effects may limit the shadowing impact. Though focused on CDMA and OFDMA networks, the proposed framework can be applied to other wireless systems, such as TDMA or ad-hoc ones.

APPENDIX 1: INTERFERENCE POWER

Each BS transmits a power \( P_j = P \) so the power received by a mobile is characterized by a lognormal distribution \( X_j \) as \( \ln(X_j) \sim N(\mu_j, \sigma_j^2) \) and we can write \( m_j = \frac{1}{\sigma_j} \ln(P_j^{-\eta}) \) (to simplify the calculation we consider \( K=1 \)). So the total power received by a mobile is a lognormal RV \( X \) characterized by its mean and variance \( \ln(X) \sim N(\mu, \sigma^2) \) and we can write: \( m = \ln \left( \sum_j B e^{(\ln P_j - \eta \ln r_j + \frac{\sigma_j^2}{2})} - \frac{\sigma_j^2}{2} \right) \). So we have since \( P_j = P \) whatever the base station \( j \), considering identical \( \sigma_j = \sigma \):

\[
am = (\ln P + \frac{a^2 \sigma^2}{2}) + \ln \left( \sum_{j=0, j \neq b} B e^{-\eta \ln r_j} \right) - \frac{a^2 \sigma^2}{2} \quad (30)
\]

We can express the mean interference power \( \bar{I}_{ext} \) received by a mobile as:

\[
\ln(\bar{I}_{ext}) = (\ln P + \frac{a^2 \sigma^2}{2}) + \ln \left( \sum_{j=0, j \neq b} B e^{-\eta \ln r_j} \right) - \frac{a^2 \sigma^2}{2} \quad (31)
\]

The variance \( a^2 \sigma^2 \) of the sum of interferences is written as:

\[
a^2 \sigma^2 = \ln \left( \sum_{j=0, j \neq b} B e^{2(\ln a_j + a^2 \sigma_j^2)(e^{2 \sigma_j^2} - 1)} \right)
\]

Introducing:

\[
G(\eta) = \sum_{j=0, j \neq b} B e^{-\eta \ln r_j} \quad (33)
\]

the mean value of the total interference received by a mobile is given by

\[
\bar{I}_{ext} = P \sum_{j=0, j \neq b} B r_j^{-\eta} e^{\frac{a^2 \sigma^2}{2}} \left( (e^{a^2 \sigma^2} - 1)G(\eta) + 1 \right)^{-1/2} \quad (34)
\]

and

\[
a^2 \sigma^2 = \ln \left( (e^{a^2 \sigma^2} - 1)G(\eta) + 1 \right) + \ln \left( e^{a^2 \sigma^2} \right) \quad (35)
\]

APPENDIX 2: INTERFERENCE FACTOR

Since the ratio of two lognormal RV’s is also a lognormal RV, the interference factor is also lognormally distributed with the following mean and logarithmic variance:

\[
m_f = \frac{\bar{I}_{ext}}{I_{int}} \quad (36)
\]

and thus, considering that: \( P_b = P \), we can write, dropping the index b:

\[
m_f = \frac{\sum_j r_j^{-\eta} e^{\frac{a^2 \sigma^2}{2}} \left( (e^{a^2 \sigma^2} - 1)G(\eta) + 1 \right)^{-1/2}}{r_j^{-\eta} e^{\frac{a^2 \sigma^2}{2}} \left( (e^{a^2 \sigma^2} - 1)G(\eta) + 1 \right)^{-1/2}} \quad (37)
\]

and finally, denoting:

\[
H(\sigma) = e^{a^2 \sigma^2} \left( (e^{a^2 \sigma^2} - 1)G(\eta) + 1 \right)^{-1/2} \quad (38)
\]

we have

\[
m_f = f(\eta)e^{a^2 \sigma^2} \left( (e^{a^2 \sigma^2} - 1)G(\eta) + 1 \right)^{-1/2} \quad (39)
\]

In a analogue analysis, the standard deviation is given by

\[
a^2 s_f^2 = 2(a^2 \sigma^2 - \ln(H(\sigma))) \quad (40)
\]
INTERFERENCE FACTOR FOR CORRELATED POWERS

In [7], the coefficient $t_{kj}$ is introduced to take into account the correlation between the lognormal RV:

$$t_{kj} = \frac{E[(X_k - m_k)(X_j - m_j)]}{\sigma_k \sigma_j}$$

(41)

where $X_i$ is a RV with mean $m_i$ and variance $\sigma_i^2$. The mean value $M_{corr}$ of the sum of $N$ lognormal RV is thus calculated in [7] as follows:

Denoting $u_1 = \sum_{k=1}^{N} e^{(m_k + \frac{1}{2} \sigma_k^2)}$ and

$$u_2 = \sum_{k=1}^{N} \exp(2m_k + 2\sigma_k^2)$$

$$+ 2 \sum_{k=1}^{N-1} \sum_{j=k+1}^{N} e^{(m_k+m_j)}e^{\frac{1}{2}(\sigma_k^2+\sigma_j^2+2\mu_k\sigma_k\sigma_j)}$$

(42)

the mean value $M_{corr}$ of the sum of $N$ lognormal RV is thus calculated in [7] as:

$$M_{corr} = 2\ln u_1 - \frac{1}{2} \ln u_2 = \ln u_1 - \frac{1}{2} \ln \frac{u_2}{u_1}$$

(43)

Let’s consider that all the RV have the same variance $\sigma$. We moreover introduce a mean value of the correlation coefficient $t = \frac{t_{kj}}{N}$. We can write

$$2 \sum_{k=1}^{N-1} \sum_{j=k+1}^{N} e^{(m_k+m_j)} e^{\frac{1}{2}(\sigma_k^2+\sigma_j^2+2\mu_k\sigma_k\sigma_j)} = 2 \sum_{k=1}^{N-1} \sum_{j=k+1}^{N} e^{(m_k+m_j)} e^{(t\sigma^2)}$$

$$= \left( 2 \sum_{j=1}^{N} e^{(m_j + \sigma^2/2)} + \frac{2}{2} \sum_{k=1}^{N} e^{(2m_k + \sigma^2/2)} e^{(t\sigma^2)} \right)^2 e^{(t\sigma^2)}$$

$$- \frac{1}{2} \left( \sum_{j=1}^{N} e^{(2m_j + \sigma^2)} + \sum_{k=1}^{N} e^{(2m_k + \sigma^2)} \right) e^{(t\sigma^2)}$$

(44)

so we have

$$2 \sum_{k=1}^{N-1} \sum_{j=k+1}^{N} e^{(m_k+m_j)} e^{(t\sigma^2)}$$

$$= \left( \sum_{j=1}^{N} e^{(m_j + \sigma^2/2)} \right)^2 e^{(t\sigma^2)} - \left( \sum_{k=1}^{N} e^{(2m_k + \sigma^2)} \right) e^{(t\sigma^2)}$$

(44)

so we have (from 42)

$$u_2 = \left( \sum_{k=1}^{N} e^{(2m_k + \sigma^2)} \right) e^{(t\sigma^2)} + \left( \sum_{k=1}^{N} e^{(2m_k + \sigma^2)} \right)^2 e^{(t\sigma^2)}$$

$$- \left( \sum_{k=1}^{N} e^{(2m_k + \sigma^2)} \right) e^{(t\sigma^2)} = \left( \sum_{k=1}^{N} e^{(m_k + \sigma^2)} \right)^2 e^{(t\sigma^2)}$$

$$+ \left( \sum_{k=1}^{N} e^{(2m_k + \sigma^2)} \right) e^{(t\sigma^2)} - \left( \sum_{k=1}^{N} e^{(m_k + \sigma^2)} \right) e^{(t\sigma^2)}$$

(46)

This expression is analogue to the one we established for the variance of the sum of interferences. So, taking into account a correlation between the RV, the parameter $a$, and using the expression of $M_{corr}$, the expression of the mean value of the interference factor becomes

$$m_{f,corr} = \frac{\sum j r_j^{-\eta} e^{(a\sigma^2)}}{r^{-\eta}} e^{(a\sigma^2)} \left( e^{(a\sigma^2)} - e^{(a\sigma^2)} G(\eta) + e^{(a\sigma^2)} \right)^{-1/2}$$

(47)

and finally denoting

$$H_{corr}(\sigma) = e^{(a\sigma^2)(1-t)} \left( (e^{(a\sigma^2)(1-t)} - 1) G(\eta) + 1 \right)^{-1/2}$$

(49)

we can write, denoting $\sigma^2 = \sigma^2(1-t)$

$$m_{f,corr} = f(\eta) H_{corr}(\sigma) = f(\eta) H(\sigma_g).$$

(50)

And we have for the variance:

$$\sigma_{f,corr}^2 = \sigma^2(1-t) + \ln \left( e^{(a\sigma^2)(1-t)} - 1 \right) G(\eta) + 1 \right),$$

(51)
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