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Abstract—Technical voice forgery in the forensic area has led
to several studies, mainly dealing with voice conversion. In the
last decade, latests developments around voice synthesis have
reached satisfactory intelligibility and quality levels. Moreover
several web-based or standalone apps can be used for TTS1.
Nowadays, HMM-based synthetic voices can be built to fool
biometric systems. Several authors reported FARs2 as high as 70
to 80% when TTS voices where used. Nevertheless, the forensic
context is quite different since the human ear might be able to
detect a synthetic voice, thus leading to a case discarding. We
used the MARY TTS platform in order to produce a speaker-
dependent synthetic target voice sample. Given a single synthetic
trial, our very preliminary work is to show how feasible and
successful such an attack is. Further work is needed to build
other voices and provide accurate statistics. Our aim is to confirm
a criminal opportunity and to show that synthetic voice detection
might become mandatory in a near future.

Index Terms—TTS, speech synthesis, forensic, speaker recog-
nition, voice comparison, HMM, HTS, MARY Text-to-Speech,
voice forgery, voice disguise.

I. INTRODUCTION

VOICE forgery is not only a threat for biometrics, but also
a threat for identity inference in the forensic context.

The performance of commercial forensic speaker verifica-
tion systems is usually assessed through a standard evalua-
tion protocol like NIST SRE. This is not fully satisfactory
from a forensic point of view since impostors attacks are
random[6]; robustness to intentional impersonation is not
assessed in this case. Whatever the technique, we think that
voice forgery is absolutely necessary to be considered when
measuring performance of a forensic system, and that natu-
ral/transformed/synthesized classifiers front-ends are required.

Facing Forensic Automatic Speaker Recognition (FASR)
systems, the aim of a forger is to “provide” either:

• samples from the target (using unit selection synthesis for
example) ;

• spectral target-shaped samples (voice transformation or
concatenation synthesis).

Keeping in mind that prosodic features are very difficult
to forge while preserving quality, most commercial FASR
systems do not take into account any prosodic information to

1Text-to-Speech
2False Acceptance (or Alarm) Rate

model a speaker. But, unlike “voice vaults” applications, foren-
sic speaker recognition can be considered as semi-automated.
The forger must also fool the human ear so that:

• any transformation/synthesis cannot be detected;
• perceptual proximity to target must be ensured.

Thus quality and intelligibility are as important as spectral
proximity to target. Moreover, considering technical and inten-
tional voice forgery only, good quality and proximity require
data samples from the target. Most studies deal with voice
conversion [15], [7], [5]. In such a technique, the aim is to
estimate a source-to-target acoustic features space transform.
Despite a very useful realtime conversion capability, the major
drawback is the need of a parallel corpus for training. Such
a corpus might not be easy to build and must ensure a full
feature space coverage.

As an alternative, unit selection voice synthesis can be used.
Although it allows best speech quality and proximity, it is very
unlikely since a huge target database is needed. Concatenation
synthesis, has also been studied [14], [11].

We believe that Hidden Markov Model synthesis[8], as a
special case of concatenation synthesis, is a good candidate
for several reasons:

• satisfactory quality vs. affordable target database;
• several toolkits, even web-based TTS, are available;
• prosody can be modeled;
• speaker-adaptation voice modeling is supported (will be

discussed further).
Of course, the quality of HMM-based TTS is not perceptually
perfect, but it can be considered as satisfactory on short
utterances with little background noise.

In our work, we used MARY TTS[13]. It provides a general
and handy framework that could be used for criminal purposes
in a near future.

II. HMM-BASED FORGERY AND AUTOMATIC SPEAKER
RECOGNITION: PREVIOUS WORK

Advances in HMM-based speech synthesis made possible
smooth and natural sounding speech. However, until recently,
modeling a target speaker required a large amount of data.
Now, state-of-the-art HMM synthesis allows model adaptation
of speaker-independent models using a small target database
[3]. In other words, a first speaker-independent training ensures
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a broad phonetic coverage and model building whereas only
a small speaker-dependent (target) is needed afterwards [10].
Direct speaker-dependent is possible, but phonetically bal-
anced sentences are required. This is the most straightforward
strategy. Nevertheless, it is difficult to build such a database
using open-source data (web, media, ...).

The authors of [12] developed a text-dependent speaker
recognition system. A simple GMM-based approach was used
for speaker verification. Given a baseline 0.5 % FAR at EER3

with natural speech, the system reached 86.3% FAR with
synthetic speech at the natural case EER threshold. The EER
reached 27% with synthesized voices.

Among the very first works on the subject (1999), the
authors of [9] studied a HMM-based text-dependent speaker
verification system. From a baseline 0% FAR at EER, the FAR
reached between 65% and over 80%, depending on different
conditions.

In [4][3], a more recent work, the FAR of GMM-UBM
system raised from 0.4% (natural speech) to 90% (synthetic
speech at natural EER threshold).

Interest in synthetic voice forgery has grown due to major
advances in TTS systems. The results above show that the
next big challenge is to provide good quality at an affordable
data collection cost. Adaptation allowed drastic training data
requirement reduction.

III. HMM-BASED SYNTHESIS

The HMM Speech Synthesis System, H Triple S (HTS) is
widely used. Many voices were created in different languages
[17]. This system is highly flexible and is promising because
its ability to model different styles of speech [18]. As shown
in figure1, the system is divided into training and synthesis
part.

Figure 1. HTS overview (from [18])

The training part is very similar to that used in speech
recognition HMM systems (HTS is a patch of HTK). Spectral
and source features are used to model context-dependent
HMMs; spectrum, excitation and durations are unified in a
common HMM framework. Input parameters can be derived
from different analysis schemes: MFCCs, PLPs, STRAIGHT,

3Equal Error Rate

HNM,... Context features are much more complex than in
standard speech recognition (mainly based on triphones: single
backward and forward phone contexts). To reach a better
prosodic modelling, the different dependencies are segments,
syllables, words, utterances, sentences, and part-of-speech.
Thus, it is necessary to have a phonetizer and a tokenizer.
These Natural Language Processing (NLP) tools are not pro-
vided with the system.

Waveforms can be synthesized using mel log spectral ap-
proximation (MLSA) filter.

As mentioned above, models can be adapted from a previous
training. This is a key feature, reducing the needed amount of
data for training. In most cases, voice characteristics, speaking
styles, or even emotions can be adapted.

IV. IMPACT ON A COMMERCIAL FASR SYSTEM

In our experiment, we used the MARY Text-to-Speech
system, an open-source, multilingual Text-to-Speech Synthesis
platform written in Java[13]. It was originally developed as a
collaborative project of DFKI’s Language Technology lab and
the Institute of Phonetics at Saarland University and is now
being maintained by DFKI.

The reasons for such a choice are:

• french support in Mary TTS has recently been achieved
for the first time (french NLP tools and voice) [16];

• Mary TTS provides a handy user-interface and is based
on HTS for HMM-based voice training and synthesis;

• Mary architecture is client-server based, thus allowing
straightforward and flexible TTS.

For the time being, the latest release does not support up-
to-date HTS capability. Especially, speaker adaptation is not
supported yet. For the training, sentences from the PolyVar
corpus[2] were chosen and recorded in an anechoic cham-
ber. Tokenization and phonetization was realized using LIA
PHON[1].

We built a 80-sec unquestioned sample from the recordings.
Then both natural and synthetic questioned samples were
built (40 sec). 10 listeners were chosen to evaluate both
intelligibility and naturalness of the synthetic voice. Mean
opinion scores were 4.15/5 and 2.75/5.

The FASR system is BATVOX 3.0. Speaker verification
results and samples characteristics are given in table I.

question recording SNR LR
natural 25,6 dB 1735

synthetic 43,9 dB 73000

Table I
SPEAKER VERIFICATION RESULTS AND SAMPLES CHARACTERISTICS

Even if these results are not statiscally significant to con-
clude about the robustness of the system, results in table I are
not surprising, even for a state-of-the-art FASR tool. More
surprising is the fact that the LR is even larger with the
synthetic sample.
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V. CONCLUSIONS

Unsurprisingly, we confirmed that HMM-based voice
forgery is able to fool a state-of-the-art FASR system. Because
of its flexibility and its speaker-adaptation capability, HMM
synthesis is a good candidate for criminal purposes. High-level
applications are already available. Thus, it is quite easy to build
either "anonymous" or target voices with small corpora. As
a consequence, synthetic voice detection becomes mandatory
in the forensic context. Further work is needed in order to
produce statiscally significant results.
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