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Abstract: In thoracic radiotherapy, some organs should be considered with care and protected from undesirable radiation. Among these organs, the heart is one of the most critical to protect. Its segmentation from routine CT scans provides valuable information to assess its position and shape. In this paper, we present a novel variational segmentation method for extracting the heart on non-contrast CT images. To handle the low image contrast around the cardiac borders, we propose to integrate shape constraints using Legendre moments and adding an energy term in the functional to be optimized. Results for whole heart segmentation in non-contrast CT images are presented and comparisons are performed with manual segmentations.

1 INTRODUCTION

In thoracic radiotherapy, some organs should be considered with care and protected from undesirable radiation. Among these organs, the heart is one of the most critical in this context. It is therefore useful to have a good knowledge of the heart position and shape, for applications such as dose estimation and therapy planning. This information can be provided by image segmentation. Routine examinations rely on non-contrast CT scans, in which the heart is often difficult to distinguish from surrounding structures based on only grey level information. Manual segmentation is tedious and prone to inter-observer variability, thus calling for automated methods, which we address in this paper.

Among the existing approaches, in (Ecabert et al., 2008) a multi-chamber (i.e. complete heart) mesh model is deformed to segment the heart on high contrast and high resolution CT images. Unfortunately, this method does not apply to non-contrast CT. In (Moreno et al., 2008), the segmentation is constrained using fuzzy representations of anatomical knowledge about the position of the heart in the thorax and with respect to the lungs. This leads to a good robustness but to an average similarity index when compared to manual segmentation of 0.74, which might be too limited for radiotherapy applications.

In this paper, we propose to integrate shape constraints into a variational method, following the idea of (Foulonneau et al., 2006), and based on the model of (Mory and Ardon, 2007). Shape information is represented using Legendre moments and integrated as an additional energy term in the functional to be optimized. Results for whole heart segmentation on non-contrast CT images are presented and evaluated.

Figure 1: Non-contrast CT thoracic images with manual heart segmentations.

2 VARIATIONAL SEGMENTATION BASED ON GRAY LEVEL INTENSITY

In (Mory and Ardon, 2007), the authors introduced a fuzzy region competition framework to segment an image $I$ into two classes (background and foreground) based on the minimization of the following functional:
The function \( r \) have different expressions such as the well known tours (for example Paragios and Deriche, 1999). The formulation to cope with inter-patient variability (patient positioning, heart size,...) is a PCA analysis is performed on the level sets functions of training segmentations. A review of shape constraints for level sets segmentation methods can be found in (Cremers et al., 2007). For the foreseen applications for thoracic radiotherapy, we have to achieve a compromise between the constraint on the shape characterization and the flexibility of the representation to cope with inter-patient variability. Such characteristics can be provided by well-chosen shape moments. For example in (Rose et al., 2009), Tchebichev moments are used to constrain a region growing algorithm, and Foulonneau et al. (Foulonneau et al., 2006) used Legendre moments as shape descriptors in an active contour segmentation framework. Our approach follows a similar scheme as in this last work.

3 SHAPE CONSTRAINT

Several methods have been proposed to constrain shapes in a segmentation functional. In (Gastaud et al., 2004), a distance between a reference and the observed shapes is used. In (Leventon et al., 2000), a PCA analysis is performed on the level sets functions of training segmentations. A review of shape constraints for level sets segmentation methods can be found in (Cremers et al., 2007). For the foreseen applications for thoracic radiotherapy, we have to achieve a compromise between the constraint on the shape characterization and the flexibility of the representation to cope with inter-patient variability. Such characteristics can be provided by well-chosen shape moments. For example in (Rose et al., 2009), Tchebichev moments are used to constrain a region growing algorithm, and Foulonneau et al. (Foulonneau et al., 2006) used Legendre moments as shape descriptors in an active contour segmentation framework. Our approach follows a similar scheme as in this last work.

3.1 Legendre Moments

In (Teague, 1980), Teague introduced moments for image analysis. He proposes to use Legendre polynomials or Zernike polynomials as kernel functions. This is motivated by the orthogonality property of both types of polynomials, which guarantees the non-redundancy of the description of an image or a shape. The existence of efficient methods to easily and fastly compute Legendre moments has guided our preference for these moments over Zernike ones. Legendre moments are more sensitive to noise than Zernike moments, but in our framework we manipulate descriptors only on clean binary masks or membership functions defined on \([0,1]\), in a framework of fuzzy...
region competition. Therefore this limitation is not a drawback for the proposed approach.

Legendre moments are defined by the projection of a function on a polynomial basis. Let \( I : [-1, 1]^3 \rightarrow \mathbb{R} \) be the image representation. The moment of \( I \) of order \( p + q + r \) is defined as:

\[
\lambda_{pqr} = C_{pqr} \int_{-1}^{1} P_p(x) P_q(y) P_r(z) I(x,y,z) dx dy dz
\]

where \( C_{pqr} = \frac{(2p+1)(2q+1)(2r+1)}{2p+1} \) and \( P_p, P_q, P_r \) are Legendre polynomials, defined by the following two order recursive relation:

\[
P_{p+1}(x) = \frac{2p+1}{p+1} x P_p(x) - \frac{p}{p+1} P_{p-1}(x)
\]

(3)

\( (p > 1, P_0(x) = 1 \) and \( P_1(x) = x) \).

Legendre polynomials form an orthogonal basis, with:

\[
\frac{2p+1}{2} \int_{-1}^{1} P_p(x) P_q(x) dx = \begin{cases} 0 & \text{if } p \neq q \\ 1 & \text{if } p = q \\ \end{cases}
\]

(4)

Working with a finite number of moments, an estimate \( \hat{I} \) of \( I \) is given by:

\[
\hat{I}(x,y,z) = \sum_{p=0}^{L} \sum_{q=0}^{L} \sum_{r=0}^{L} \lambda_{p,q,r} x^p y^q z^r P_p(x) P_q(y) P_r(z)
\]

(5)

where \( L \) is the maximum order for which Legendre moments are computed.

The computation can be performed with the fast and exact Hosny method (Hosny, 2007). First, the spatial image domain is embedded in the cube \( U = [-1, 1]^3 \). Assuming that the image has \( X \times Y \times Z \) voxels, the centers of voxels are then given by the coordinates \( (x_i,y_j,z_k) \) such that

\[
x_i = -1 + (i - 1/2) \Delta x \quad i = 1 \ldots X \\
y_j = -1 + (j - 1/2) \Delta y \quad j = 1 \ldots Y \\
z_k = -1 + (k - 1/2) \Delta z \quad k = 1 \ldots Z
\]

(6)

Voxels on wich the image intensity is constant are then defined as intervals \( [U_i, U_{i+1}] \times [V_j, V_{j+1}] \times [W_k, W_{k+1}] \) with

\[
U_i = x_i - \Delta x/2 \quad U_{i+1} = x_i + \Delta x/2 \\
V_j = y_j - \Delta y/2 \quad V_{j+1} = y_j + \Delta y/2 \\
W_k = z_k - \Delta z/2 \quad W_{k+1} = z_k + \Delta z/2
\]

(7)

The moment expression computed on the whole image can then be rewritten as:

\[
\lambda_{pqr} = C_{pqr} \sum_{i=1}^{X} \sum_{j=1}^{Y} \sum_{k=1}^{Z} \int_{U_i}^{U_{i+1}} \int_{V_j}^{V_{j+1}} \int_{W_k}^{W_{k+1}} P_p(x) P_q(y) P_r(z) I(x,y,z) dx dy dz
\]

(8)

Moreover thanks to the following recursive primitive property of the Legendre polynomes

\[
\int_{-1}^{1} P_p(x) dy = \frac{P_{p+1}(x) - P_{p-1}(x)}{2p+1}
\]

(9)

Legendre moments can be written as:

\[
\lambda_{pqr} = \sum_{i=1}^{L} \sum_{j=1}^{L} \sum_{k=1}^{L} \int_{-1}^{1} I(x_i,y_j,z_k) P_p(x) P_q(y) P_r(z) dx dy dz
\]

(10)

where \( I(x_i) = \frac{2p+1}{2p+2} [x P_p(x) - P_{p-1}(x)] U_p + \frac{2p}{2p+2} I_p \) and similar expressions for \( I_q \) and \( I_r \). The kernel \( I_{p,q,r} \) is independent of the image intensity and can therefore be precomputed. Moreover the separability property allows us to compute the 3D moments using three 1D steps.

To guarantee scale and translation invariances, Legendre moments must be reformulated in the following way:

\[
\lambda_{pqr} = \sum_{i=1}^{L} \sum_{j=1}^{L} \sum_{k=1}^{L} \int_{-1}^{1} I(x_i,y_j,z_k) x^p y^q z^r P_p(x) P_q(y) P_r(z) dx dy dz
\]

(11)

where \( (x_0,y_0,z_0) \) are the coordinates of the center of inertia of \( I \) and \( A \) is the volume of the shape.

### 3.2 Discriminating Volumes by a Finite Number of Legendre Moments

Two similar shapes have the same set of Legendre moments and two different shapes have two different sets of Legendre moments. However, since we work with scale and translation invariant moments, the set \( \{ \lambda_0,0,0, \lambda_0,0,1, \lambda_0,1,0, \lambda_1,0,0 \} \) is the same for each shape and should not be used for discriminating between shapes. In order to illustrate the discriminative power of the moments, we consider four classes of shapes:

- class 1: heart alone,
- class 2: heart and aorta together,
- class 3: heart and liver together,
- class 4: heart and liver and aorta together.

**Norm 2 Error.** To highlight differences between Legendre moments of the four classes of shapes, we compute the square \( \ell_2 \) norm between two shapes as \( || \lambda_{\text{shape}_1} - \lambda_{\text{shape}_2} ||_2^2 \) where \( \lambda_{\text{shape}_i} \) is a vector storing successive Legendre moments of a shape. Comparing the measures for a finite number of moments from a mask of a reference heart and objects for the other classes we obtain the following results (Table 1):

Errors at order 5 are inferior to those at order 15. This is due to the fact that small order moments represent low frequency shape information. The gap between moment differences between hearts and between hearts and other structures is more important for order 5 (factor 5) than for order 15 (factor 2). It is due to the fact that at order 5, the difference between
Table 1: $L_2$ norm of the difference between sets of Legendre moments between a reference heart shape and 13 masks of others hearts, 4 masks of hearts and liver, 4 masks of hearts and aorta, 4 masks of hearts and aorta and liver.

<table>
<thead>
<tr>
<th>order</th>
<th>mean 5</th>
<th>min 5</th>
<th>max 5</th>
<th>mean 15</th>
<th>min 15</th>
<th>max 15</th>
</tr>
</thead>
<tbody>
<tr>
<td>ref vs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>other hearts</td>
<td>0.17</td>
<td>1.21</td>
<td>0.13</td>
<td>1.09</td>
<td>0.28</td>
<td>1.52</td>
</tr>
<tr>
<td>heart and liver</td>
<td>0.56</td>
<td>2.40</td>
<td>0.52</td>
<td>2.26</td>
<td>0.58</td>
<td>2.56</td>
</tr>
<tr>
<td>heart and aorta</td>
<td>0.61</td>
<td>2.38</td>
<td>0.44</td>
<td>2.13</td>
<td>0.65</td>
<td>2.50</td>
</tr>
<tr>
<td>heart and aorta and liver</td>
<td>0.53</td>
<td>2.38</td>
<td>0.45</td>
<td>2.19</td>
<td>0.62</td>
<td>2.60</td>
</tr>
</tbody>
</table>

Figure 3: Examples of mask of: (a) reference heart, (b-c) two other hearts, (d) heart and aorta, (e) heart and liver.

shapes of different classes is sufficiently important to discriminate between them, and in the same class differences of the shape are too small to well discriminate between them.

In the following experiment we compare moments at a maximum order 10 in order to well differentiate between them.

In the same class differences concerning the order of the used moments. Since one of the main objectives of the work by (Foulonneau et al., 2006) was to provide an algorithm robust to occlusions, a hard constraint on the shape was needed and high order moments were computed. In our framework, the goal is to capture global features of the shape and allow a small variability between them. Therefore only quite small order moments are needed.

**PCA Analysis.** In this section, we study the capability of Legendre moments to efficiently discriminate between correctly segmented hearts and erroneous segmentations, by considering again the four classes of shapes. Inspired by (Poupon et al., 1998), we performed a PCA analysis on a matrix in which each raw is an observation, i.e. a segmentation result, and each column corresponds to an ordered list of Legendre moments. The PCA analysis shows that the first three modes represent 90% of the variance. As illustrated in Figure 4, the moments also discriminate efficiently the different types of shapes. Indeed samples from the heart alone are well grouped in the plane of the first two modes and are well separated from the other types of shapes.

**3.3 Introducing Shape Constraint in the Functional**

We propose to introduce an additional term in the segmentation functional to be optimized through a comparison between moments of a reference shape and moments of the current segmented shape, as follows:

\[
\min_{u \in BV([0,1])} \int_{\Omega} \|\nabla u\|^2 d\Omega + \tau \int_{\Omega} r(x) |u| d\Omega + \frac{C}{2} \|\lambda^\text{ref} - \lambda^\text{cur}(u)\|_2^2
\]

This formulation is quite similar to the one described in (Foulonneau et al., 2006). However, using a membership function $u$ instead of a level set function leads to a more stable algorithm. Another difference concerns the order of the used moments. Since one of the main objectives of the work by (Foulonneau et al., 2006) was to provide an algorithm robust to occlusions, a hard constraint on the shape was needed and high order moments were computed. In our framework, the goal is to capture global features of the shape and allow a small variability between them. Therefore only quite small order moments are needed.

**Minimization.** We perform the minimization of the functional (12) by a gradient descent method. To insure that $u \in BV([0,1])$ in (1) we rewrite it in the same manner as in (Chan et al., 2005):

\[
\min_{u \in BV([0,1])} \int_{\Omega} \|\nabla u\|^2 d\Omega + \tau \int_{\Omega} r(x) |u| d\Omega + \frac{C}{2} \|\lambda^\text{ref} - \lambda^\text{cur}(u)\|_2^2
\]

where $V_e$ is a regularized approximation of the penalty function $v(a) = \max\{0,2(a-1)/2\}-1$ with $\alpha > ||r(x) + ||\lambda^\text{ref} - \lambda^\text{cur}(u)||_2^2||_\infty$ and we obtain the following iterative scheme:

\[u^{n+1}(x) = u^n(x) + \tau [\nabla u(x) - \nabla v_e(u(x))] + \gamma \sum_{p,q,r} \left( (\lambda^\text{ref}_{p,q,r} - \lambda^\text{cur}_{p,q,r}(u))P_p(x)P_q(y)P_r(z) \right)
\]

**Choice of $r$.** Let us arbitrarily define the heart region as the foreground region, i.e. the region in which we would like to obtain $u(x) = 1$ and the rest of the region of interest as the background region (i.e. the region in which we would like to obtain $u(x) = 0$). Histograms of the foreground and the background
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specificity

0.97 (0.92)

(b)

sensitivity

0.84 (0.88)

(c)

Figure 5: Histograms of foreground (left) and background (middle) intensities. Right: background intensity probability density estimation using Parzen window.

Table 2: Quantitative results: comparison between automatic and manual segmentations. The numbers in parentheses are results obtained by (Moreno et al., 2008).

<table>
<thead>
<tr>
<th></th>
<th>similarity index</th>
<th>sensitivity</th>
<th>specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heart 1</td>
<td>0.82 (0.77)</td>
<td>0.96 (0.96)</td>
<td>0.74 (0.64)</td>
</tr>
<tr>
<td>Heart 2</td>
<td>0.81 (0.70)</td>
<td>0.89 (0.90)</td>
<td>0.78 (0.38)</td>
</tr>
<tr>
<td>Heart 3</td>
<td>0.80 (0.75)</td>
<td>0.94 (0.78)</td>
<td>0.70 (0.72)</td>
</tr>
<tr>
<td>Heart 4</td>
<td>0.84 (0.74)</td>
<td>0.76 (0.62)</td>
<td>0.97 (0.92)</td>
</tr>
<tr>
<td>Heart 5</td>
<td>0.77 (0.84)</td>
<td>0.81 (0.83)</td>
<td>0.72 (0.84)</td>
</tr>
<tr>
<td>Heart 6</td>
<td>0.81 (0.80)</td>
<td>0.93 (0.91)</td>
<td>0.71 (0.71)</td>
</tr>
<tr>
<td>Heart 7</td>
<td>0.78 (0.71)</td>
<td>0.84 (0.88)</td>
<td>0.73 (0.60)</td>
</tr>
<tr>
<td>Heart 8</td>
<td>0.80 (0.67)</td>
<td>0.92 (0.71)</td>
<td>0.80 (0.62)</td>
</tr>
<tr>
<td>Heart 9</td>
<td>0.75 (0.64)</td>
<td>0.83 (0.60)</td>
<td>0.73 (0.70)</td>
</tr>
</tbody>
</table>

4 HEART SEGMENTATION

Masking a Region of Interest and Initializing. From a pre-segmentation of the lungs, a region of interest (ROI) around the heart is built as the bounding box of lungs elongated at the bottom to insure that the heart is completely inside. A mask of the lungs and the trachea is removed from the ROI.

Moreover tissues at the right of the left lung and at the left of the right lung are removed. This is illustrated in Figure 6.

The initialization is performed semi-automatically. A point $C$ approximatively at the center of the heart is marked and the initial value of $u(x)$ is defined by $u(x) = 1$ if $x$ is both inside a sphere centered at $C$ with 4 cm diameter and inside the region of interest, and $u(x) = 0$ otherwise.

Tests and Results. Tests on 9 non-contrast CT scan have been performed. For each one, the result of the segmentation was compared with a manual delineation done by an expert. Similarity, sensitivity and specificity indices are computed and reported in Table 2. We also compared our results with those obtained by the method of Moreno (Moreno et al., 2008). We globally obtain better results than those obtained by Moreno et al. Differences between the results of the two methods are illustrated in Figures 7(b) and 8. Ex-

Choice of $\tau$ and $\gamma$. CT images are calibrated, with known tissue intensity values (for examples compact bones are known to be around 1000 Hounsfield units (HU)). This intensity inter-images stability calibration allows us to pre-set the weight of each term in the functional in order to insure a good balance between them. The regularization term, computed on manual segmentations, is of the order of $10^6$ (it corresponds to the surface of the whole heart weighted by $g$). The data fidelity term is close to zero. The shape constraint term at order 10 falls within the range of values $[1,2]$. Finally, by dividing $g$ by $10^6$ a good balance between all terms in the functional (12) is obtained for $\tau$ and $\gamma$ in $[0, 10]$. We performed several experiments for different parameters and finally we fixed $\tau = 1.4$ and $\gamma = 0.8$ for all tests summarized in Table 2.

We use this difference to construct the following relevant data fidelity term $r(x)$:

$$r(x) = (I - c_1)^2 - \langle \max((I - c_1)^2) \rangle \int_a (p(b) - K(I - b))^2 db$$

where $c_1 = \frac{\int I(x)K(x)dx}{\int K(x)dx}$ is the empirical estimation mean of the heart intensity, $\beta$ is the interval of the image intensities, $p$ is the Parzen estimation of the probability density function of the intensity of the background, expressed as:

$$p(b) = \frac{1}{||1-u||} \int_{\Omega} (1-u(x))K((I(x) - b)/\sigma)dx$$

where $K$ is a Gaussian window ($K(a) = \frac{1}{\sqrt{2\pi}} \exp(-a^2/2)$) and $\sigma$ is chosen sufficiently small to distinguish the two modes in the background area.

Figure 6: Preprocessing. (a) Heart ROI with lungs and trachea masked out. (b) Example of an initialization of the heart segmentation. (c) Gradient weighting function $g$ around the heart.
cept for the heart 4 (Figure 8 column 2), the specificity index is generally higher than the sensitivity. It means that our automatic segmentation often provides a larger region than the manual one (it is mainly due to the fact that a small part of the aorta is often included in the segmentation of the heart, as illustrated in Figure 7(a).

![Figure 7](image_url)

**Figure 7:** (a) Automatic segmentation (in red) includes small part of the aorta (green: manual segmentation). (b) A 3D view of a whole heart segmentation.

![Figure 8](image_url)

**Figure 8:** Examples of segmentation results. First row: original image, second row: image superimposed with segmentations (green expert segmentation, magenta Moreno et al segmentation, red our automatic segmentation).

## 5 CONCLUSIONS

We have adapted a fuzzy region competition framework for the segmentation of the heart in non-contrast CT images by adding a shape constraint. Shape information was encoded with Legendre moments. Since we work with CT images (which are calibrated), we use hard a priori on the image intensity. The initialization is performed semi-automatically using a spherical approximation of the heart. Several tests on clinical cases provide satisfying results. In particular, the shape constraint allows us to achieve a good separation between the heart and surrounding organs (liver, aorta), improving the initial fuzzy region competition model. When compared to another method (Moreno et al., 2008) using structural knowledge (but no shape information) the results are also improved. This framework could be extended in a sequential way to segment other organs in the thorax like the aorta.
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