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Abstract—The ESPRIT algorithm is a subspace-based high resolution method used in source localization and spectral analysis, which provides very accurate estimates of the signal parameters. However, the underlying theory assumes a known model order, which is usually not the case in many applications. In particular, it is well known that under-evaluating the model order biases the estimation. In this paper, we analyze the perturbation induced by an erroneous model order, and we present an error bound for the estimated parameters. Based on this theoretical framework, we propose a new method for selecting an appropriate modeling order, which consists in minimizing the error bound. This approach is applied to both synthetic and musical signals and its performance is compared to that of existing methods, such as the Information Theoretic Criteria (ITC).

Index Terms—ESPRIT, rotational invariance, model order selection, signal enumeration, perturbation theory.

I. INTRODUCTION

ESTIMATING a line spectrum is an important task for many applications, such as speech signal analysis and synthesis [1] and musical signal modification [2]. Although the Fourier transform remains a prominent tool for frequency estimation, the ESPRIT algorithm [3] overcomes the resolution limit of the Fourier analysis and provides straight estimates of the model parameters. This method relies on the rotational invariance property of the signal subspace spanned by the sinusoids. Its drawback is that the model order is supposed to be known, which is not the case in practice.

Many methods were proposed in the literature for estimating the number of sinusoids in white noise. The most classical ones are the maximum likelihood method [4] and the Information Theoretic Criteria (ITC) [5], among which the Akaïke Information Criterion (AIC) [6] and the Maximum Description Length (MDL) by Schwartz [7] and Rissanen [8]. Another consistent procedure in the framework of the ITC is the Efficient Detection Criteria (EDC) [9], which proves to be robust to non-additive white noise [10]. The various ITC rely on the similarity of the eigenvalues within the noise subspace, and not on the existence of a gap between the signal and noise subspaces [11]. A criterion for model order selection based on this gap, which looks for a maximally stable decomposition, has been developed in [12]. Other methods proposed for model order selection include the Wishart matrices [13] and the cross-validation [14] approaches. However in the presence of a correlated noise, these methods tend to overestimate the model order. Consequently, specific methods have been designed to address the colored noise case, including new information theoretic criteria [15], [16], a technique based on a band noise covariance matrix model [17], and a maximum a posteriori criterion [18].

In other respects, we show in this paper how applying the ESPRIT high resolution method with an erroneous model order perturbs the estimation of the sinusoids. Note that in the literature, most papers rather focus on the perturbations induced by the additive noise. For example, the asymptotic second-order properties of ESPRIT were studied in the Di-rection of Arrival (DOA) [19] and in the frequency estimation [20] context, for a finite Signal to Noise Ratio (SNR). Reciprocally, a similar study was carried out for a finite number of data samples under a large SNR hypothesis [21]. In [22], a class of modeling errors were analyzed. However, to the best of our knowledge, no perturbation analysis of the ESPRIT estimates in the case of erroneous modeling order has ever been published (in the case of the MUSIC algorithm, a study is available in [23]).

Note that all the above mentioned performance analyses of the ESPRIT algorithm, as well as the subspace perturbation approach in [24], rely on first order approximations. Conversely, we present in this paper error bounds for the frequency estimates, which are derived without approximation and which can be easily computed. Furthermore, they are more precise than those presented in [25]. Based on this result, we propose a new model order selection method which consists in minimizing the perturbation. Contrary to the other methods proposed in the literature, which select the model order by analyzing the spectral properties of the additive noise, our approach focuses on the signal itself. Although it relies on a noiseless model, we observed that it outperforms the classical ITC, even in low SNR scenarios.

The paper is organized as follows. Section II summarizes the principles of the ESPRIT high resolution method. In section III, the perturbation of the poles induced by an erroneous model order is analyzed. Then our new model order selection method, referred to as the ESTER method, is introduced in section IV, where a fast implementation is proposed. In section V, the relevance of our criterion as an error bound is examined, and the performance of the ESTER method is compared to that of some existing methods. Finally, the main conclusions of this paper are summarized in section VI.
II. THE ESPRIT METHOD FOR SPECTRAL ANALYSIS

The noiseless Exponential Sinusoidal Model (ESM), also known as the Exponentially Damped Sinusoidal (EDS) model [26], defines the discrete signal as

\[ x(t) = \sum_{k=1}^{r} \alpha_k z_k^t \]

where \( r \) is the order of the model, \( \alpha_k \in \mathbb{C} \setminus \{0\} \) are the complex amplitudes, and \( z_k \in \mathbb{C} \setminus \{0\} \) are the complex poles.

Let \( n > r, l > r \), and define the \( n \times l \) Hankel data matrix

\[ X = \begin{bmatrix} x(0) & x(1) & \cdots & x(l-1) \\ x(1) & x(2) & \cdots & x(l) \\ \vdots & \vdots & \ddots & \vdots \\ x(n-1) & x(n) & \cdots & x(n+l-2) \end{bmatrix} \]

which involves \( N = n + l - 1 \) samples of the signal. This matrix can be factorized in the form \( X = V^n A V^l \), where \( V^n \) is a \( n \times r \) Vandermonde matrix

\[ V^n = \begin{bmatrix} 1 & \cdots & 1 \\ z_1 & \cdots & z_r \\ \vdots & \ddots & \vdots \\ z_1^{n-1} & \cdots & z_r^{n-1} \end{bmatrix} \]

\( A = \text{diag}(\alpha_1, \ldots, \alpha_r) \), and \( V^l \) is a \( l \times r \) Vandermonde matrix [27]. If the \( r \) poles \( \{z_1, \ldots, z_r\} \) are distinct, \( X \) has a \( r \)-dimensional range space, spanned by the full-rank matrix \( V^n \). This range space fully characterizes the signal poles. It is thus referred to as the signal subspace.

Let \( V^n \) be the matrix extracted from \( V^n \) by deleting the last row. Similarly, let \( V^l \) be the matrix extracted from \( V^n \) by deleting the first row. Then the Vandermonde matrix \( V^n \) satisfies the so-called rotational invariance property:

\[ V^l = V^n D \]

(1)

where \( D = \text{diag}(z_1, \ldots, z_r) \).

In practice, \( V^n \) is unknown, but the signal subspace can be obtained by computing the singular value decomposition (SVD) of \( X \) (or via subspace tracking techniques [28]–[30] in an adaptive context). Indeed, if \( \{w(1), \ldots, w(n)\} \) are the left singular vectors associated to the singular values \( \sigma_1 \geq \ldots \geq \sigma_n \geq 0 \) sorted in decreasing order, then the signal subspace is spanned by the \( n \times r \) orthonormal matrix \( W(r) = [w(1), \ldots, w(r)] \) (the \( n - r \) last singular values being equal to 0). Since \( W(r) \) and \( V^n \) span the same subspace, there is a non-singular matrix \( G \) of dimension \( r \times r \) such that

\[ V^n = W(r) G. \]

(2)

By deleting the last row in equation (2) we obtain

\[ W_1(r) = V^n_1 G^{-1}. \]

(3)

Similarly, deleting the first row in equation (2) and substituting equation (1) yields

\[ W_1(r) = V^n_1 D G^{-1}. \]

(4)

Substituting equation (3) into equation (4) leads to the rotational invariance property of the matrix \( W(r) \):

\[ W_1(r) = W_1(r) \Phi(r) \]

where \( \Phi(r) \) is defined by its eigenvalue decomposition:

\[ \Phi(r) \triangleq G D G^{-1}. \]

Finally, the ESPRIT algorithm [3] consists of the following steps:

- computing \( W(r) \),
- computing \( \Phi(r) = W_1(r) \Phi(r) W_1(r) \) (where the symbol \( \dagger \) denotes the Moore-Penrose pseudo-inverse),
- extracting the poles \( z_k \) as the eigenvalues of \( \Phi(r) \).

III. IMPACT OF AN ERRONEOUS MODEL ORDER

In practice, the model order \( r \) is unknown. We assume below that the ESPRIT algorithm is applied with an erroneous model order \( p \) and we focus on how the estimation of the poles is affected. For all \( p \in \{1, \ldots, n\} \), let \( W(p) \triangleq [w(1), \ldots, w(p)] \) and

\[ \Phi(p) \triangleq W_1(p) \Phi W_1(p). \]

(5)

The estimated poles are defined as the eigenvalues of \( \Phi(p) \).

A. Over-estimation of the model order

If \( p \geq r \), the following proposition shows that the \( r \) true poles belong to the whole set of eigenvalues of \( \Phi(r) \).

**Proposition III.1.** Suppose that \( r \leq p < n \) and \( W_1(p) \) is full rank. Then \( \forall k \in \{1, \ldots, r\} \), \( z_k \) is an eigenvalue of \( \Phi(p) \).

**Proof.** Let \( \nu_k \) be the right eigenvector of \( \Phi(r) \) associated to the eigenvalue \( z_k \) and consider the \( p \)-dimensional vector \( \nu_k \triangleq [\nu_k, 0] \). Note that \( W(p) \nu_k = W(r) \nu_k \). Consequently, \( W_1(p) \nu_k = W_1(r) \nu_k = W_1(r) \Phi(r) \nu_k = z_k W_1(r) \nu_k = z_k W_1(p) \nu_k \). Since \( W_1(p) \) is full rank, left multiplying the previous equality by \( W_1(p)^\dagger \) yields \( \Phi(p) \nu_k = z_k \nu_k \).

B. Under-estimation of the model order

If \( p < r \), it is well known that the eigenvalues of \( \Phi(p) \) do not match the poles in the general case. More precisely, let \( \tilde{z} \) be an eigenvalue of \( \Phi(p) \). In this section, it will be shown that \( \tilde{z} \) approximates one of the eigenvalues of \( \Phi(r) \), and that an error bound can be easily computed. First, we need to define the *upper condition number* of the signal subspace:

\[ \kappa_2 = \inf_{A \in \text{diag}(R^+)} \frac{\sigma_{\max}(V^n A)}{\sigma_{\min}(V^n A)} \]

(6)

where \( \sigma_{\max}(\cdot) \) denotes the largest singular value of a matrix, and \( \sigma_{\min}(\cdot) \) denotes the smallest one. This condition number characterizes the noiseless signal itself, and does not depend on \( p \). It is an unknown constant for our problem, which does not need to be calculated. It is involved in the following theorem, whose proof can be found in the appendix.

1In [25], \( \kappa_2 \) was defined as the upper condition number of the Vandermonde matrix \( V^n \), equal to \( \frac{\sigma_{\max}(V^n)}{\sigma_{\min}(V^n)} \). The new definition of \( \kappa_2 \) in equation (6) yields better error bounds, due to the presence of the infimum.

Notation: \( R^+ \) denotes the set of all positive real numbers.
Theorem III.2 (a priori error bound). For all $\hat{z} \in \mathbb{C}$, there is an eigenvalue $z_k$ of $\Phi(r)$ for which

$$|\hat{z} - z_k| \leq \kappa_2 \sigma_{\text{min}}(W_1(p) - \hat{W}_1(p)).$$  \hspace{1cm} (7)

Note that the bound $\sigma_{\text{min}}(W_1(p) - \hat{W}_1(p))$ can be computed without knowing the exact value of $r$. Corollary III.3, which follows from theorem III.2, has a certain similarity with the well known Bauer-Fike theorem [31, pp. 365], [32, pp. 321]. It gives an error bound valid for all the eigenvalues of $\Phi(p)$. Again, this bound can be computed without knowing the exact value of $r$. It involves the spectral norm of a matrix (or 2-norm), also denoted $\|\cdot\|_2$, defined as $\|M\|_2 = \sigma_{\text{max}}(M)$.

Corollary III.3 (a posteriori error bound). For each eigenvalue $\hat{z}$ of $\Phi(p)$, there is an eigenvalue $z_k$ of $\Phi(r)$ for which

$$|\hat{z} - z_k| \leq \kappa_2 \|E(p)\|_2.$$  \hspace{1cm} (8)

where

$$E(p) = W_1(p) - \hat{W}_1(p).$$  \hspace{1cm} (9)

Proof. Let $\hat{z}$ be an eigenvalue of $\Phi(p)$ and $\tilde{v}$ a unitary eigenvector associated with $\hat{z}$. Let $e(p) \triangleq (W_1(p) - \hat{W}_1(p)) \tilde{v}$. Since $\tilde{v}$ is unitary, $\sigma_{\text{min}}(W_1(p) - \hat{W}_1(p)) \leq \|e(p)\|_2$. In other respects, $e(p) = (W_1(p) - \hat{W}_1(p)) \tilde{v}$, thus $\|e(p)\|_2 \leq \|E(p)\|_2$. Consequently,

$$\sigma_{\text{min}}(W_1(p) - \hat{W}_1(p)) \leq \|E(p)\|_2.$$  \hspace{1cm} (10)

Finally, substituting equation (10) into (7) yields equation (8).

Remark. Let $p < n - 1$. We know that if $p = r$, $E(p) = 0$. Conversely, if $E(p) = 0$, then the matrices $W_1(p)$ and $\hat{W}_1(p)$ span the same subspace, which means that the rotational invariance property is satisfied at order $p$. Thus $p$ complex exponentials can be extracted from the observed signal, and the corresponding complex poles can be estimated by means of the ESPRIT algorithm. Since the signal does not contain more than $r$ complex exponentials, we expect that $p \leq r$. The case $p < r$ can happen if the signal parameters satisfy some particular relationships. In practice, $r$ is always the greatest value of $p$ for which $E(p) = 0$.

IV. SELECTION OF AN APPROPRIATE MODELING ORDER
BASED ON THE ESTIMATION ERROR

The practical interest of corollary III.3 is that $\|E(p)\|_2$ (which will be referred to as the a posteriori error bound) can be computed for all $p \in \{1, \ldots, p_{\text{max}}\}$, where $1 \leq p_{\text{max}} < n - 1$. If $p_{\text{max}}$ happens to be lower than $r$, the a posteriori error bound gives a quantitative criterion for selecting an appropriate modeling order, such that the estimation error bound is minimum. If $p_{\text{max}}$ happens to be greater than $r$, then $r$ is the greatest value of $p \in \{1, \ldots, p_{\text{max}}\}$ for which the a posteriori error bound is zero. In any case, detecting the maxima of the inverse error function $J : p \mapsto \frac{1}{\|E(p)\|_2^2}$ in the range $\{1, p_{\text{max}}\}$ is a relevant approach for selecting the modeling order. Below, this function will be referred to as the ESTimation ERror (ESTER) criterion. In presence of noise, we observed that a robust way of selecting the modeling order consists in detecting the greatest value of $p$ for which the function $J(p)$ reaches a local maximum which is greater than a fraction of its global maximum (typically one tenth of the global maximum). Examples of the function $J$ are represented in section V. Proposition IV.1 shows that its values are in the interval $[1, +\infty)$ (the proof is given in the appendix).

Proposition IV.1. For all $p \in \{1, \ldots, n\}$, $\|E(p)\|_2 \leq 1$.

Note that this ESTER criterion measures the rotational invariance of $W(p)$, since by definition the rotational invariance property is satisfied exactly if $\|E(p)\|_2 = 0$. The drawback of the ESTER method is that a direct implementation would lead to a very computationally demanding algorithm. First, the singular vectors $w(p)$ have to be computed for all $p \in \{1, p_{\text{max}}\}$, which requires $O(N\log_2(N)p_{\text{max}} + np_{\text{max}}^3)$ operations, by means of a variant of the orthogonal iteration EVD algorithm presented in [26]. Then the matrix $E(p)$ must be calculated for all $p \in \{1, \ldots, p_{\text{max}}\}$. Such a computation would involve $3np_{\text{max}}^2$ MAC for each $p$, so that the overall complexity would be $np_{\text{max}}^3$ MAC. This computational cost is to be compared to that of the ITIC criteria illustrated in section V. In particular, the complexity of the AIC, MDL [5] and EDC [9] criteria is linear in $p_{\text{max}}$. However, contrary to the ESTER method, these ITIC require the full SVD of the data matrix, whose complexity is $O(N^3)$. Besides, the complexity of the criteria proposed in [16] for addressing the colored noise case also have a complexity equal to $O(N^3)$. Consequently, the relative complexities of the ESTER method and the various ITIC depend on $p_{\text{max}}$.

To make the ESTER method faster, we developed a recursive implementation, presented in table I, which only involves $6np + O(p^3)$ MAC for each $p$, so that its overall complexity is $3np_{\text{max}}^3 + O(p_{\text{max}}^3)$ (plus the computation of the singular vectors). In particular, it can be noticed that computing the matrices $E(p)$ for all $p \in \{1, \ldots, p_{\text{max}}\}$ in this way is not more computationally demanding than computing $E(p_{\text{max}})$ directly. Sections IV-A and IV-B present fast methods for computing $\Phi(p)$ and $E(p)$ recursively.

A. Recursive computation of $\Phi(p)$

A direct calculation of $\Phi(p)$ for all $p \in \{1, \ldots, p_{\text{max}}\}$ from equation (5) would involve $2np^2 + O(p^3)$ MAC for each $p$, and the overall complexity would be $\frac{2}{3}n^3p_{\text{max}}^3 + O(p_{\text{max}}^3)$. This section aims at computing the $p \times p$ matrix $\Phi(p)$ recursively, in
order to reduce the complexity. Equation (5) can be rewritten in the form
\[ \Phi(p) = \Omega(p) \Psi(p) \] (11)
where \( \Omega(p) \) and \( \Psi(p) \) are the \( p \times p \) matrices
\[ \Omega(p) = (W_1(p)^H W_1(p))^{-1} \] (12)
\[ \Psi(p) \equiv W_1(p)^H W_1(p). \] (13)

The matrix \( \Omega(p) \) can be easily calculated. Indeed, since \( W(p) \) is orthonormal, \( W(p)^H W(p) = I_p \). In particular, this equation yields \( W_1(p)^H W_1(p) = I_p - \nu(p) \nu(p)^H \), where \( \nu(p) \) is the \( p \)-dimensional vector such that \( \nu(p)^H \) is the last row of \( W(p) \). Finally, the matrix inversion lemma \cite[pp. 18-19]{31} shows that
\[ \Omega(p) = I_p + \frac{1}{1 - ||\nu(p)||^2} \nu(p) \nu(p)^H. \] (14)

Moreover, \( \Psi(p) \) can be recursively updated. Indeed, equation (13) yields
\[ \Psi(p) = \begin{bmatrix} \Psi(p-1) & \psi(p) \\ \psi(p)^T & \psi_{lr}(p) \end{bmatrix} \] (15)
where \( \psi_{lr}(p) \equiv W_1(p-1)^H w_1(p), \psi(p) \equiv W_1(p-1)^H w_1(p) \text{ and } \psi_{lr}(p) \equiv w_1(p)^H w_1(p). \) It can be noticed that the computation of \( \Psi(p) \) from \( \Psi(p-1) \) requires only 2np MAC.

Finally, \( \Phi(p) \) can be computed from \( \Psi(p) \). Indeed, substituting equation (14) into equation (11) yields
\[ \Phi(p) = \Psi(p) + \frac{1}{1 - ||\nu(p)||^2} \nu(p) \varphi(p)^H \] (16)
where
\[ \varphi(p) \equiv \Psi(p)^H \nu(p). \] (17)

It can be noticed that the computation of \( \Phi(p) \) from \( \Psi(p) \) requires only \( p^2 + O(p) \) MAC, plus the computation of \( \varphi(p) \). This last operation normally requires \( p^2 \) MAC, but lemma IV.2 suggests a recursive implementation, which involves only \( O(p) \) MAC.

**Lemma IV.2.** Let \( \mu(p) \) be the complex number such that
\[ \nu(p) = \begin{bmatrix} \nu(p-1) \\ \mu(p) \end{bmatrix} \] (18)
Then \( \varphi(p) \) satisfies the recursion
\[ \varphi(p) = \begin{bmatrix} \nu(p-1) + \mu(p) \psi_1(p) \\ \psi_1(p)^H \nu(p-1) + \mu(p) \psi_{lr}(p) \end{bmatrix} \] (19)

**Proof.** The assertion can be shown by substituting equations (15) and (18) into equation (17).

Finally, the recursive computation of \( \Phi(p) \) consists in computing \( \Psi(p) \) from \( \Psi(p-1) \) with equation (15), then computing \( \varphi(p) \) from \( \varphi(p-1) \) with equation (19), and computing \( \Phi(p) \) from \( \Psi(p) \) with equation (16). This method requires 2np + O(\( p^2 \)) MAC at each step. Therefore, its overall computational cost is np^2_{max} + O(p_{max}^3) MAC.

**B. Recursive computation of \( E(p) \)**

Here we suppose that all the \( \Phi(p) \) have been computed. A direct calculation of \( E(p) \) for all \( p \in \{1 \ldots p_{max}\} \) from equation (9) would involve \( np^2 \) MAC for each \( p \), and the overall complexity would be \( \frac{1}{2} np_{max}^3 \). This section aims at computing \( E(p) \) recursively, in order to reduce the complexity.

Substituting equation (16) into equation (9) shows that
\[ E(p) = \Xi(p) - \frac{1}{1 - ||\nu(p)||^2} \left( W_1(p) \nu(p) \right) \varphi(p)^H \] (20)
where
\[ \Xi(p) \equiv W_1(p) - W_1(p) \Psi(p). \] (21)

Note that the computation of \( E(p) \) from \( \Xi(p) \) requires 2np MAC. Then substituting equation (15) into equation (21) yields a recursion for the \( (n-1) \times p \) matrix \( \Xi(p) \):
\[ \Xi(p) = \left[ \Xi(p-1) - w_1(p) \psi_1(p)^H \mid \xi(p) \right] \] (22)
where \( \xi(p) \equiv w_1(p) - W_1(p-1) \psi_1(p). \) The computation of \( \Xi(p) \) from \( \Xi(p-1) \) involves 2np MAC.

Finally, the recursive computation of \( E(p) \) consists in computing \( \Xi(p) \) from \( \Xi(p-1) \) with equation (22), then computing \( E(p) \) from \( \Xi(p) \) with equation (20). This method requires 4np MAC at each step. Thus its overall computational cost is 2np^2_{max} + O(p_{max}^3). As a result, it can be noticed that computing the matrices \( \Phi(p) \) and \( E(p) \) for all \( p \in \{1 \ldots p_{max}\} \) is not more computationally demanding than just computing them for \( p = p_{max} \). In both cases, the overall complexity is \( 3np_{max}^2 + O(p_{max}^3) \).

The complete pseudo code for computing \( E(p) \) for all \( p \in \{1 \ldots p_{max}\} \) is presented in table I. Note that the calculation of the matrices \( \Psi(p) \) and \( \Phi(p) \) is not even required.

**Initialization**

- Compute \( \nu(p) \) for all \( p = 1 \ldots p_{max} \). \( \Psi(0) = [\cdot], \Xi(0) = [\cdot] \)

**Update of the auxiliary matrix \( \Psi(p) \)**
\[ \psi_1(p) = W_1(p-1)^H W_1(p) \]
\[ \psi_1(p) = W_1(p-1)^H W_1(p) \]
\[ \psi_{lr}(p) = W_1(p)^H W_1(p) \]

**Update of the auxiliary matrix \( \Xi(p) \)**
\[ \xi(p) = w_1(p) - W_1(p-1) \psi_1(p) - w_1(p) \psi_{lr}(p) \]
\[ \Xi(p) = \left[ \Xi(p-1) - w_1(p) \psi_1(p)^H \mid \xi(p) \right] \]

**Computation of \( E(p) \) from \( \Xi(p) \)**
\[ \varphi(p) \equiv \Xi(p) - \frac{1}{1 - ||\nu(p)||^2} \left( W_1(p) \nu(p) \varphi(p)^H \right) \] (20)
\[ E(p) = \Xi(p) - \frac{1}{1 - ||\nu(p)||^2} \left( W_1(p) \nu(p) \varphi(p)^H \right) \]

**V. SIMULATION RESULTS**

Section V-A illustrates the relevance of our error bounds. Then the ESTER method is applied to synthetic signals (sections V-B, V-C) and to a musical signal (section V-D).
A. Relevance of the a priori and a posteriori error bounds

In this section, the relevance of the a priori and a posteriori error bounds is illustrated. The test signal is a sum of \( r = 20 \) undamped complex exponentials with the same amplitude \( \alpha_k = 1 \), whose frequencies are randomly distributed in \([-\frac{2}{3}, \frac{2}{3}]\). The upper condition number of the signal subspace satisfies \( 1 \leq \kappa_2 \leq 1.05 \). The singular vectors forming the matrices \( W(p) \) have been obtained by computing the SVD of a Hankel data matrix of \( n = 512 \) rows and \( l = 512 \) columns, containing the \( n + l - 1 = 1023 \) samples of the whole signal. For all \( p \in \{1, ..., p_{\text{max}} = r\} \), the eigenvalues \( \{\tilde{z}(p,m)\}_{m \in \{1,...,p\}} \) of the matrix \( \Phi(p) \) have been computed.

In figure 1-a, the solid line represents the eigenvalue errors obtained for \( p = 7 < r \), i.e.

\[
\left\{ \min_{k \in \{1,...,r\}} |\tilde{z}(7,m) - z_k| \right\}_{m \in \{1,...,7\}}
\]

sorted in increasing order. The dotted line represents the corresponding a priori error bounds, i.e.

\[
\{\kappa_2 \sigma_{\text{min}}(W(7) - \tilde{z}(7,m)W(7))\}_{m \in \{1,...,7\}}
\]

It can be noticed that the dotted line is above the solid line (as expected), and more importantly that the variations of the dotted line follow those of the solid line, which suggests that the a priori error bound is relevant.

Fig. 1. A priori and a posteriori error bounds
(a) a priori error bound vs. eigenvalue error at order \( p = 7 \)
(b) a posteriori error bound vs. maximum eigenvalue error as a function of \( p \)

In figure 1-b, the solid line represents the maximum eigenvalue error obtained for all modeling orders, i.e.

\[
\max_{m \in \{1,...,p\}} \min_{k \in \{1,...,r\}} |\tilde{z}(p,m) - z_k|
\]

as a function of \( p \). The dotted line represents the corresponding a posteriori error bounds, i.e. \( \kappa_2 ||E(p)||_2 \) as a function of \( p \). As for the a priori error bound, it can be noticed that the dotted line is above the solid line (as expected), and that the variations of the dotted line follow those of the solid line. This suggests that the a posteriori error bound is a relevant criterion for minimizing the bias of the estimated eigenvalues.

B. Model order selection for a synthetic signal

The test signal is a sum of \( r = 5 \) undamped complex exponentials plus a complex colored noise. For each \( k \in \{1, ..., r\} \), the \( k^{\text{th}} \) exponential is characterized by its amplitude \( \alpha_k \) and its pole \( z_k = e^{i2\pi f_k} \), where \( f_k \in \mathbb{R} \) is its frequency. The values of the parameters are given in table II. The additive noise has been obtained by applying the filter

\[
H(z) = \frac{1}{1 - 0.55z^{-1}}
\]
to a complex white gaussian noise, whose variance has been chosen so that the resulting Signal Noise Ratio (SNR) is 40 dB. The periodogram of the resulting test signal is represented in figure 2-a. It was computed from a signal of length 255, multiplied by a Blackman window, chosen for its high leakage rejection (-57 dB), and zero-padded to obtain 65536 points in the frequency domain. In particular, it can be noticed that the two complex exponentials of lowest frequency are not resolved by the periodogram.

The ESTER method is compared to several other signal enumeration techniques, among which three Information Theoretic Criteria (ITC), known as the Akaike Information Criterion (AIC) [5], the Minimum Description Length (MDL) [5], and the Efficient Detection Criterion (EDC) [9] which is known to be a robust generalization of AIC and MDL. These methods consist in minimizing a cost function which involves the singular values \( \{\sigma_1, \ldots, \sigma_n\} \):

\[
\text{ITC}(p) = -(n-p) \ln \left( \frac{1}{n-p} \sum_{q=p+1}^{n} \sigma_q^2 \right) + p(2n-p) C(l)
\]

where \( C(l) \) is a function of \( l \). The AIC criterion is defined by choosing \( C(l) = 1 \) and the MDL criterion is defined by choosing \( C(l) = \frac{1}{2} \ln(l) \). The EDC criteria are obtained for all

---

**Table II** Parameters of the Synthetic Signal

<table>
<thead>
<tr>
<th>Frequency</th>
<th>0.1 Hz</th>
<th>0.102 Hz</th>
<th>0.4 Hz</th>
<th>0.7 Hz</th>
<th>0.9 Hz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amplitude</td>
<td>100 dB</td>
<td>105 dB</td>
<td>110 dB</td>
<td>105 dB</td>
<td>103 dB</td>
</tr>
</tbody>
</table>

**Fig. 2.** Periodogram and singular values of a synthetic signal
(a) periodogram of the synthetic signal in dB
(b) singular values of the synthetic signal sorted in decreasing order
functions of \( l \) such that
\[
\lim_{l \to +\infty} \frac{C(l)}{\ln(\ln(l))} = 0 \quad \text{and} \quad \lim_{l \to +\infty} \frac{C(l)}{\ln(l)} = +\infty.
\]
We chose \( C(l) = \sqrt{l \ln(\ln(l))} \), for which we obtained the best results. The singular values have been obtained by computing the SVD of a Hankel data matrix containing \( n = 128 \) rows and \( l = 128 \) columns, involving the \( n + l - 1 = 255 \) samples of the whole signal. Figure 2-b displays the highest \( p_{\max} = 25 \) singular values. Note that the singular values do not present a significant decrease beyond \( p = 5 \).

![Graph](image)

Fig. 3. Model order selection for the synthetic signal
(a) AIC, MDL, and EDC criteria
(b) Gap criterion
(c) \( C_1, C_2, C_{m1}, \) and \( C_{m2} \) criteria
(d) ESTER criterion

Figure 3-a displays the values of the AIC (solid line), MDL (dashed line) and EDC (dotted line) criteria, such as formulated in the above equation, for \( p \in \{1 \ldots p_{\max}\} \). None of them reaches a minimum at \( p = r = 5 \). This failure might be explained by the presence of the surrounding noise, whose power spectral density is not uniform, contrary to the additive white noise hypothesis on which these estimators basically rely. As expected, the EDC criterion is more robust than AIC and MDL, but its minimum is obtained for \( p = 8 \). Figure 3-b represents the criterion proposed in [12] for detecting the gap in the singular values decrease. It can be noticed that this criterion selects the right value \( p = r = 5 \), but the value \( p = 3 \) is almost as much emphasized. Figure 3-c displays the new ITC criteria proposed in [16] to address the colored noise case\(^3\). The best results were obtained with \( C_2 \), which reaches a minimum at \( p = 6 \approx r \).

Finally, figure 3-d displays the ESTER criterion \( J(p) \) for \( p \in \{1, \ldots, p_{\max}\} \). It can be noticed that the global maximum is reached at \( p = r = 5 \), despite the surrounding noise, which was not included in the model.

### C. Statistical performance comparison

Below, the ESTER method and the above-mentioned signal enumeration techniques are applied to various synthetic signals. These signals consist of a sum of real-valued and undamped sinusoids, plus a colored noise. The number of sinusoids is uniformly distributed between 1 and 10, so that the model order \( r \) belongs to \( \{2 \ldots 20\} \). Their amplitudes, phases and frequencies are randomly distributed in the intervals \([1,10], [-\pi, \pi]\) and \([-\frac{1}{2}, \frac{1}{2}]\). The additive noise is obtained by filtering a white gaussian noise by the high-pass filter \( 1 - 0.5 z^{-1} \) (whose rejection is lower than 10 dB).

As proposed in section IV, the robustness of the ESTER method is improved here by detecting the greatest value of \( p \) for which the ESTER criterion \( J(p) \) reaches a local maximum which is greater than one tenth of the global maximum. Table III and IV show the rates of successful signal enumeration, averaged over 10000 independent runs, for various values of the window length \( N \) and the SNR (other analysis parameters are \( \nu = \lfloor N/2 \rfloor \) and \( p_{\max} = 22 \)). In table III, the SNR is fixed to 20 dB, and the experiment is run for \( N = 125, 250 \) and \( 500 \). In table IV, \( N \) is fixed to 250, and the experiment is run for a low SNR (10 dB), a moderate SNR (20 dB) and a high SNR (30 dB). The obtained percentages have been rounded towards the nearest integer, since the number of independent runs (10000) guarantees that the confidence interval lies between \( \pm 1\% \) around the estimated rate, for a 95% confidence level.

<table>
<thead>
<tr>
<th>N</th>
<th>125</th>
<th>250</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIC</td>
<td>8%</td>
<td>2%</td>
<td>0%</td>
</tr>
<tr>
<td>MDL</td>
<td>48%</td>
<td>61%</td>
<td>70%</td>
</tr>
<tr>
<td>EDC</td>
<td>38%</td>
<td>58%</td>
<td>77%</td>
</tr>
<tr>
<td>gap criterion</td>
<td>47%</td>
<td>63%</td>
<td>76%</td>
</tr>
<tr>
<td>C2</td>
<td>35%</td>
<td>44%</td>
<td>44%</td>
</tr>
<tr>
<td>ESTER</td>
<td>48%</td>
<td>63%</td>
<td>76%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SNR</th>
<th>10 dB</th>
<th>20 dB</th>
<th>30 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIC</td>
<td>3%</td>
<td>2%</td>
<td>2%</td>
</tr>
<tr>
<td>MDL</td>
<td>45%</td>
<td>61%</td>
<td>65%</td>
</tr>
<tr>
<td>EDC</td>
<td>18%</td>
<td>58%</td>
<td>77%</td>
</tr>
<tr>
<td>gap criterion</td>
<td>28%</td>
<td>63%</td>
<td>75%</td>
</tr>
<tr>
<td>C2</td>
<td>13%</td>
<td>44%</td>
<td>61%</td>
</tr>
<tr>
<td>ESTER</td>
<td>36%</td>
<td>63%</td>
<td>76%</td>
</tr>
</tbody>
</table>

\(^3\)These new criteria are referred to as \( C_1 \) (solid line), \( C_2 \) (dashed line), \( C_{m1} \) (dotted line) and \( C_{m2} \) (circles line). The common value of the parameters \( M_1 \) and \( M_2 \) defined in [16] was set to \( \frac{1}{2} - 1 \).
criterion [12] for all values of \( N \). However, it is more robust to low SNRs. It can be noticed that although the ESTER method relies on a noise-free signal model, its performance does not collapse at low SNRs.

D. Model order selection for a musical signal

![Periodogram and singular values of a piano signal](image)

Fig. 4. Periodogram and singular values of a piano signal
(a) periodogram of the piano signal in dB
(b) singular values of the piano signal sorted in decreasing order

This section illustrates the application of the ESTER method to a musical signal. The study deals with a piano tone, C5, sampled at 11025 Hz, from which a segment of 255 samples (23 ms) has been extracted. Note that audio signals often require some pre-processing before applying the ESPRIT algorithm. For example, signals with a high number of sinusoids (typically low-pitched sounds) may first be decomposed into several sub-band signals (via filtering/decimating, as proposed in [33]). In this example, this pre-processing is not used, since the chosen piano tone has few sinusoidal components. In other respects, it is well known that the energy of audio signals is not evenly distributed over frequencies. Therefore we used a pre-emphasis filter obtained by linear prediction at order 7 to compensate the energy decrease.

The periodogram of the filtered piano signal is displayed in figure 4-a. In this figure, sixteen sharp spectral peaks clearly rise above the surrounding noise level. The \( p_{\text{max}} = 40 \) highest singular values of the data matrix\(^6\) are represented in figure 4-b. Clearly, these singular values collapse beyond \( p = 16 \), which suggests a modeling order equal to 16.

Figure 5-a displays the AIC (solid line), MDL (dashed line) and EDC (dotted line) criteria. Only EDC reaches a minimum at \( p = 16 \). However this minimum is not substantially lower than the neighboring values. Figure 5-b represents the gap criterion proposed in [12]. Contrary to the above-mentioned ITC, this criterion here selects the right value \( p = 16 \). Figure 5-c displays the ITC criteria proposed in [16], with the same parameters as in section V-B. None of them reaches a minimum at \( p = 16 \). Finally, figure 5-d displays the ESTER criterion \( J(p) \) for all \( p \in \{1, \ldots, p_{\text{max}}\} \). The global maximum is reached at \( p = 16 \). It can also be noticed that the error bounds obtained for lower values of \( p \) are relevant. Indeed, high values are reached at \( p = 4, 6, 12 \), which in fact correspond to small jumps in the decrease of the singular values (represented in figure 4-b). Therefore, the ESTER method gives the expected model order, and moreover the error bounds can be used to quantify the adequacy of a possible lower modeling order. In particular, it can be noticed that odd model orders do not fit the signal. Indeed, since this signal is real-valued and centered, its spectrum is hermitian symmetric with no constant component, which underlies an even model order.

VI. CONCLUSIONS

In this paper, we described how the estimation of a noiseless ESM model is affected by applying the ESPRIT algorithm with an erroneous model order. If the model order is over-estimated, the true poles are among those estimated. On the contrary, if the order is underestimated, the estimated poles can be seen as approximations of some of the true ones. In this last case, an a posteriori error bound was given, which can be computed without knowing the exact model order. Following from this observation, we introduced the ESTER criterion for selecting an appropriate model order. Since the initial method was computationally expensive, we proposed a fast algorithm for recursively computing the a posteriori error bounds. Then, we showed the relevance of our criterion as an error bound, and we illustrated the performance of the ESTER criterion on synthetic signals and on a piano signal. In addition, we noted

\(^6\) The singular values have been obtained by computing the SVD of a Hankel data matrix containing \( n = 128 \) rows and \( l = 128 \) columns, as in section V-B.
that the error bounds could be used to quantify the adequacy of a possible lower modeling order. Finally, although it was designed for the ESPRIT algorithm, the ESTER criterion can be used with any High Resolution method. It can also be adapted to estimate the order of the more general Polynomial Amplitude Complex Exponentials (PACE) model [34].

In presence of noise, we mentioned in section IV that a robust way of selecting the modeling order consists in detecting the greatest value of p for which the ESTER criterion \( J(p) \) reaches a local maximum greater than a fraction of its global maximum. Future work will be dedicated to an analysis of the effect of noise, in order to better exploit the information provided by the ESTER criterion.

APPENDIX

**Proof of theorem III.2.** If \( \tilde{v} = z_k \) for some \( k \in \{1, \ldots, r\} \), the assertion is trivial, so we may assume that \( \forall k \in \{1, \ldots, r\}, \tilde{v} \neq z_k \). Let \( \hat{v} \) be a given unitary vector, and define the residual

\[
e(p) \overset{\Delta}{=} (W_1(p) - \tilde{z} W_1(p)) \hat{v}. \tag{24}
\]

Since \( W(p) \tilde{v} = W(r) \begin{bmatrix} \tilde{v} \\ 0 \end{bmatrix} \), equation (24) yields

\[
e(p) = (W_1(r) - \tilde{z} W_1(r)) \begin{bmatrix} \hat{v} \\ 0 \end{bmatrix}. \tag{25}
\]

Substituting equations (3) and (4) into equation (25) yields

\[
e(p) = V_1^n (D - \tilde{z} I_r) G^{-1} \begin{bmatrix} \hat{v} \\ 0 \end{bmatrix}. \tag{26}
\]

Since \( \forall k \in \{1, \ldots, r\}, \tilde{z} \neq z_k \), \( D - \tilde{z} I_r \) is non-singular. Therefore, equation (26) yields

\[
\begin{bmatrix} \hat{v} \\ 0 \end{bmatrix} = G (D - \tilde{z} I_r)^{-1} V_1^n e(p). \tag{27}
\]

Consider a given diagonal matrix \( \Lambda \) whose diagonal coefficients are positive. Then equation (27) is equivalent to

\[
\begin{bmatrix} \hat{v} \\ 0 \end{bmatrix} = G \Lambda (D - \tilde{z} I_r)^{-1} \Lambda^{-1} V_1^n e(p). \tag{28}
\]

Applying the 2-norm into equation (28) yields

\[
\|e(p)\|_2 \leq \|G \Lambda\|_2 \left\| (D - \tilde{z} I_r)^{-1} \right\|_2 \left\| \Lambda^{-1} V_1^n \right\|_2 \|e(p)\|_2. \tag{29}
\]

Since \( W(p) \) is orthonormal and \( V^n \Lambda = W(r) G \Lambda, \|G \Lambda\|_2 = \|V^n \Lambda\|_2 = \sigma_{\text{max}}(V^n \Lambda). \) Moreover, \((D - \tilde{z} I_r)^{-1}\) is diagonal with diagonal entries \( \frac{1}{z_k - \tilde{z}} \), thus

\[
\left\| (D - \tilde{z} I_r)^{-1} \right\|_2 = \min_{k \in \{1, \ldots, r\}} \frac{1}{|z_k - \tilde{z}|}. \tag{30}
\]

Since \( V_1^n \) is full-rank, the singular values of \( \Lambda^{-1} V_1^n \) are the inverses of those of \( V_1^n \Lambda \), so that

\[
\left\| \Lambda^{-1} V_1^n \right\|_2 = \frac{1}{\sigma_{\text{min}}(V_1^n \Lambda)}. \tag{31}
\]

Finally, since \( \hat{v} \) is unitary, equation (29) yields

\[
\min_{k \in \{1, \ldots, r\}} |\tilde{z} - z_k| = \frac{\sigma_{\text{max}}(V^n \Lambda)}{\sigma_{\text{min}}(V_1^n \Lambda)} \|e(p)\|_2. \tag{32}
\]

Note that equation (32) is satisfied for all unitary vector \( \tilde{v} \) and all matrix \( \Lambda \in \text{diag}(\mathbb{R}_+^r) \). Consequently, equation (7) follows from equation (32).


